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1 Introduction

In RAN #73bis meeting it was agreed that Network based positioning architecture and call procedure will support stand-alone LMU(s) as well as LMU(s) integrated into the eNodeB. The architecture will support interoperability between the two types of LMU(s) as well. The architecture options discussed in meeting   will be evaluated in this contribution. Three architecture options, as listed below, were captured in chairman’s notes for further evaluation. 

1) eNodeB involved: LPPa

2) eNodeB involved: X2

3) Transparent overlay; i.e. SMLC communicates to all LMU(s) via an overlay signalling network. 
This contribution evaluates the three architecture options and makes a recommendation based on the analysis. 

2 Discussion

In RAN #50 meeting [1], it was agreed that Sounding Reference Signal (SRS) will be transmitted from the UE for uplink measurement for Network Based positioning system.  

2.1 Uplink Positioning System overview
The network based positioning method uses Location Measurement Units (LMU) to obtain timing information of the signal arriving at serving cell or cooperating cell from an UE. As outlined in[2], the MME receives a request for some location service associated with a particular target UE from another entity (e.g., GMLC, eNodeB, or UE) or the MME itself decides to initiate some location service on behalf of a particular target UE (e.g., for an IMS emergency call from the UE) as described in [3]. The MME then sends a location services request to an E-SMLC. For Uplink Positioning Method, the SMLC selects the LMU(s) best able to participate in the location session. The serving eNodeB will direct the UE to transmit wideband SRS signals.  The participating LMUs capture the uplink signal transmitted from UE and calculate a timing measurement by knowing all the relevant configuration of the SRS signal. 
2.2 Architecture Evaluation
Option 1: eNodeB involved: LPPa
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Figure 1: Architecture Option 1- eNodeB involved LPPa (interface used for positioning marked in blue)
This architecture proposed in [6] has advantage of a cental node controlling and coordinating the LMU(s) involved in the positioning, as the architecture options 3, the transparent overlay, proposed in [5] . However, it requires additional interface and functionality involving both eNodeB as shown in Figure 1 above. The eNodeB would be required to forward the tasking information originated from E-SMLC and retrieve measurement results from the stand-alone LMU over the new interface, referred as eNBLm in Figure 1.  

Option 2: eNB involved: X2 based
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Figure 2 : Architecture Option 2- eNodeB involved X2 based (interface used for positioning marked in blue)
In this architecture, proposed in [6], we note that there is no central hub controlling the positioning. On the contrary the control is distributed, depending on the involved target UE, among the reference LMU (stand alone case) or serving eNodeB (integrated LMU case). As we have discussed in [5], these reference LMU/serving eNodeB would be required to manage, configure, control, and monitor all other LMU(s) involved in positioning. The reference LMU/serving eNodeB should be able to identify LMU(s) that are able to participate in a positioning session based on a number of factors such as location, configuration and operating status/availability of the LMU(s). Further it will have to coordinate, handle and gather the responses from the LMU(s) during the positioning session. At the same time this particular eNodeB/ref LMU may have to respond to requests from other LMU(s) in the network for responding and handling of other uplink positioning session. Since there is no central hub which is coordinating and handling these exchanges, complexity will arise in implementing such scheme. We should note here that the eNodeB(s) will be burdened to adopt features which would normally reside in E-SMLC. 
As shown in Figure 2 above it requires additional interface to be defined between eNodeB and LMU referred as enbLm, and between LMU referred as Lm.  In the figure we also note that, there is ambiguity related to interfaces that will be used to pass tipping/assistance information from the serving eNodeB and to collect measurement results from other LMU(s). 
Option 3: Transparent overlay; i.e. eSMLC communicates to all LMU's via an overlay signalling network
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Figure 3: Architecture Option 3- Transparent Overlay (interface used for positioning marked in blue)
This architecture is simplistic and has the advantage where eSMLC acts as the central hub for controlling and coordinating LMU(S), integrated or stand-alone, for the positioning session. As being the central hub, it knows which LMU(s) should be tasked based on the geometry, operating status of the LMU(s), radio environment, and other factors for a particular positioning session, that are critical to achieve better performance, yield and accuracy. 
This architecture only requires an additional interface between e-SMLC and LMU, referred as SLm, as shown in Figure 3 above. In this architecture the E-SMLC gets the assistance information, SRS related parameters, from the serving eNodeB through LPPa protocol and passes them to the participating LMU using the new SLm interface. After the LMU computes timing measurements, results are passed to E-SMLC directly through SLm interface. If the LMU is integrated with eNodeB, LPPa protocol could be re-used as a transparent transport to pass tipping/assistance information from e-SMLC to the integrated LMU and to get measurement results from integrated the LMU to e-SMLC.   
Table 1 Comparison between architectures (new interfaces in italic)
	Architecture Options
	Option1: LPP a based
	Option 2: X2 based
	Option 3: Overlay

	Central node to coordinate  uplink positioning
	e-SMLC
	None or distributed
	E-SMLC

	New interface to be defined
	eNodeB-LMU ( eNBLm

	eNodeB-LMU( eNBLm
LMU-LMU (Lm
	E-SMLC to LMU( SLm

	Interface with eNodeB
	1
	1
	None

	Additional functionality in eNodeB
	Minor- Forward tasking  information 
	Complex
	None if no integrated LMU present.

Minimal if LMU is integrated

	Re-tasking of positioning procedure based on Measurement results
	Several hops before measurement results goes to e-SMLC
	Co-ordination, gathering required at LMU/eNodeB before it passes to e-SMLC for evaluation 
	Direct access to measurement results

	eNodeB responsibility
	Pass tipping /assistance  information to e-SMLC over LPPa

Tunnel through tasking information coming from E-SMLC  to stand-alone LMU over eNBLm
Retrieve Measurement results from LMU over eNBLm and pass it to E-SMLC over LPPa

Pass reset or abort message to E-SMLC  over LPPa in case SRS transmission form UE had to be terminated.

	In stand alone LMU case, pass tipping/ assistance  information to refn  LMU over enBLm interface
Retrieve Measurement results from all LMU(s) over X2 and Lm and pass it over LPPa
In integrated LMU case

· Monitor operating status of LMU(s)

· Identify LMU(s)  to participate in positioning session- could be requested from eSMLC 

· Co-ordinate tasking and  response from LMU over X2 and Lm interface 
	Pass tipping /assistance  information to e-SMLC over LPPa
Pass reset/ abort message to E-SMLC over LPPa in case SRS transmission form UE had to be terminated



	Architecture Options
	Option1: LPP a based
	Option 2: X2 based
	Option 3: Overlay

	LMU responsibility
	Compute Timing measurement based on received assistance information from eNodeB
Pass timing measurement result to eNodeB over enBLm interface

	Compute Timing measurement based on received assistance information from eNodeB

Get tipping/assistance information from eNodeB over enBLm
Pass tipping/ assistance  information to other  stand-alone LMU or eNodeB over  X2 and Lm interface

When stand alone is the reference LMU

· Monitor operating status of LMU(s)

· Identify LMU(s)  to participate in positioning session 
· Co-ordinate tasking and  response from LMU(s) over Lm
	Compute Timing measurement based on received assistance information from eSMLC over the SLm interface (in integrated LMU case LPPa could be used)

Pass timing measurement result directly to eSMLC over the SLm interface (in integrated LMU case LPPa could be used)

	E-SMLC responsibility 
	Monitor operating status of LMU(s)

Identify LMU(s)  to participate in positioning session 

Co-ordinate tasking and  response from LMU over the LPPa
Compute UE position based on received measurement result over LPPa
	Compute UE position based on received measurement result over LPPa
Provide list of LMUs to either eNodeB (over LPPa) or reference LMU (over LPPa+ enBLm) 
	Monitor operating status of LMU(s)

Identify LMU(s)  to participate in positioning session 

Co-ordinate tasking and  response from LMU over the SLm Interface (in integrated case LPPa could be used)
Compute UE position based on received measurement result over the SLm Interface (in integrated case LPPa could be used)

 


3 Conclusion

This contribution discusses different aspects of the three proposed architecture options for Network based positioning. Based on the discussion, we believe that option 3, transparent overlay, offers the most simplistic architecture with minimal complexity in RAN and could seamlessly support both stand-alone and integrated LMU. 

We propose here that architecture option 3, transparent overlay, be adopted for LTE Network Based positioning.
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