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1. Introduction
The HSDPA Multi-Point transmission study item was approved at RAN#50 plenary meeting. There are different candidate transmission schemes like SF-DC Aggregation/Switching, DF-DC Aggregation/Switching etc that are studied and the system performance are currently being evaluated in RAN1.For each of the transmission schemes there are two variants of SF-DC aggregation; Intra-NodeB and Inter-NodeB Multi-Point HSDPA transmission schemes. In the former a single Node-B is involved(or several radio heads controlled by one base band unit) where as multiple Node-Bs are involved in the inter-site case. This contribution examines the SF-DC aggregation scheme.
When Multi-Point HSDPA is configured for cells in the same NodeB, there are no new impacts to the RLC and IUB flow control implementations. In fact, the existing Rel-8 solution introduced for Multi-carrier HSDPA can be re-used. If Multi-Point HSDPA is configured for cells across different NodeB sites, then there are impacts to the RAN protocol layers. All Nodes in the RAN must be updated to realise the Inter-NodeB Multi-Point HSDPA operation.
More specifically, for Inter-NodeB Multi-Point HSDPA transmission, the RLC PDUs will be multiplexed between the two configured cells and the arrival of RLC PDUs at the UE could become out-of-order since the MAC-ehs schedulers belonging to the configured cells can experience different load. The out-of-order delivery will cause large RLC retransmissions due to skew problem. In this paper we discuss the existing proposals addressing this problem and comment on the complexity of implementing the Inter-NodeB Multi-Point HSDPA transmission solution.
2 SF-DC HSDPA Inter-NodeB Multi-Point Transmission
The RAN protocol stack configuration for Inter-NodeB HSDPA Multi-point transmission is depicted in Figure 1(Refered from [1]).
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Figure 1: RAN Protocol stack for Inter-NodeB HSDPA Multi-Point transmission
3 RLC Impacts
Since there are two streams of MAC-ehs PDUs delivered to UE the out-of-sequence delivery of RLC PDUs is most likely to happen in the Inter-NodeB Multi-point HSDPA transmission due to queue imbalance in the MAC-ehs schedulers at the involved sites. Without modifying RLC this can result in large re-transmission rates. As noted by other companies any modifications of the RLC need to allow the RNC infer whether the RLC PDU out-of-order is due to genuine loss(fading, interference) or due to ‘skew’ (the PDUs queued up in the RBS).
In [1] , it is suggested that the following minor enhancements to the RLC-AM protocol are sufficient for handling out-of-order delivery efficiently with satisfactory performance:
· Mechanism to identify skew, where RNC keeps track of the cell to which a RLC PDU is sent for the first time and it also has to keep track of which RLC PDUs that have been re-transmitted. The SN gap is identified as genuine loss if a PDU with a higher SN in the same cell is ACKed.

· When a skew is identified, a new timer called retransmission delay timer is started. When this timer expires, the remaining missing RLC PDUs will be retransmitted. The timer value is suggested as 300ms.

The retransmission delay timer which is used to identify the skew can have considerable impacts on the peak L2 data rates due to the TCP congestion control. TCP always assumes a packet loss is due to congestion as it designed for reliable fixed error-free links. If we have an outage of up to 300ms for the TCP layer due to the retransmission delay timer, the TCP performance may suffer considerably due to longer RTT. It will furthermore take longer to pass the TCP slow start phase and consequently user perception may be de-graded.
The RLC sender(RNC) is required to maintain certain records regarding the RLC PDU transmission and use the records to process the status reports from RLC receiver(UE) adds complexity to the RLC implementation.
4 Iub flow control Impacts
The IuB flow control mechanism needs to be fine tuned to enable inter-NodeB Multi-point transmission operation. Limiting the large skews caused by RLC out-of-sequence PDU delivery will be the primary objective. In [1], it is suggested that the increased RTT due to skew problem can be controlled by maintaining a short queue at each involved NodeB and the amount of data each Node B requests from the RNC in each flow control request has to match the UE throughput. Its also suggested to use the existing HS-DSCH CAPACITY ALLOCATION(CA) frames to indicate the amount of data requested from RNC with a periodicity of 10ms.
Maintaining a short queue in both NodeBs to mitigate the effects of skew can cause problems for higher data rate users experiencing a strong radio channel. This is because with opportunistic scheduling the Node-B tries to schedule more data to those UEs. With a short queue however, there may not be enough data in the queue to fill up the MAC level transport blocks. Ideally, we need short queues to avoid skew and long queues to fully utilise the L1 resource. These two requirements contradict with each other.

Adapting any of the HSDPA Flow control or AQM(Active Queue Management) based congestion control solutions to the actual throughput in each cell is not possible without larger and complex updates. 
In general, the HS-DSCH CA frames have a periodicity of 1sec to 400ms. Transmitting CA frame every 10ms to update RNC with real time information about RBS buffer status , this can cause considerable load on the Iub transport network in practice. 
5 Conclusions
In this contribution, we have discussed some of the obvious issues at the RLC and flow control implementation for Inter-Node B Multi-Point HSDPA. In our view, the Inter-NodeB HSDPA Multi-Point HSDPA transmission solution is fairly complex to implement and it may come with many inherent network challenges.
In general, adding one more layer of buffering/delaying into the RAN protocol layers will certainly impact the higher user rates.

We believe that the existing proposals to solve the impact of out-of-order delivery of downlink RLC PDUs at the UE are difficult to implement without considerable effects on user perceived performance. We therefore propose that further work on the proposed and alternative RLC and Iub flow control methods are investigated during the study phase to see if these effects can be mitigated.
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