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1 Introduction

RAN #50 has approved a new study item to study the feasible methods of HSDPA multipoint transmission (HSDPA-MP-TX) and its potential impacts on standardization and implementations. A variety of multipoint transmission schemes, such as SF-DC aggregation/switching, DF-DC aggregation/switching, HS-SFN etc, and the simulation results of these schemes, have been suggested and evaluated in RAN1. Some of these multipoint transmission schemes may involve more than one NodeBs and multiple data flows would be handled by involved NodeBs; in such cases a few layer 2 issues may arise. Some RAN1 contributions ([2][3]) have already given some initial analysis on these high layer issues. In this contribution we give some further thoughts on inter-NodeB multipoint transmission issues and also the potential solutions to these problems. The possible impacts on RAN2 specifications are also discussed.
2 Discussion
2.1 Inter-NodeB multipoint transmission
Though a variety of multipoint transmission schemes (SF-DC aggregation, DF-DC aggregation and DF-4C aggregation) may involve inter-NodeB scenarios, the possible issues are basically of the same nature, so in this paper we’ll use SF-DC aggregation as the basic scheme for discussion and the results could also be applied to other schemes.
Fig 1 gives a simplified view of inter-NodeB SF-DC multipoint transmission. At RNC the downlink data is split into two flows, one flow goes to the serving NodeB and the other to the secondary NodeB. Each flow is handled by the corresponding MAC-ehs entity independently and it’s assumed that there is no information exchange between two NodeB MAC-ehs entities. The UE in SF-DC aggregation operation can receive two separate transport blocks concurrently from different NodeBs and the DL throughput is improved. For that purpose, the UE is supposed to have two MAC-ehs entities which will handle two separate data flows respectively. The UE is also assumed to have high priority in the serving NodeB and very low priority in the secondary NodeB, and the secondary NodeB is expected to be lightly loaded in order to effectively assist SF-DC aggregation transmission.
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Fig 1: 
2.2 Impacts on MAC layer
Actually the SF-DC aggregation transmission can be transparent to the involved NodeBs, a split data flow is no different from a normal MAC-d flow as seen by the serving NodeB or secondary NodeB.  NodeBs will handle split data flows independently, so in general no enhancement is foreseeable at MAC layer for SF-DC transmission. At the UE side obviously two MAC-ehs entities are needed.
Observation 1: The inter-NodeB SF-DC aggregation transmission has very little impact on MAC layer. 
2.3 Impacts on RLC layer
2.3.1 Data split function
In order for the UE to receive two different transport blocks concurrently, the DL data is split into two data flows at RNC and then forwarded to different NodeBs. Theoretically the data split can occur at any layer of RNC, however we feel it’s more natural to put the data split function inside the RLC entity. Fig 2 illustrates how the extra data split module could fit into the RLC entity structure. This module will distribute the flows according to the Iub flow control requests and the air channel conditions, so more data could be given to the NodeB that has more capacity and better channels. The module may also need to keep a record on which particular path each RLC PDU was sent to, so it can handle retransmissions more reasonably and efficiently (see the discussions below).
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Fig 2: Data split function in RLC entity

Proposal 1: The data split function is in the RLC entity of RNC.
The split of RLC PDU flows would consequently impose a change on the mapping relationships between the logical channels and the MAC-d flows and priority queues. According to current spec, one logical channel can’t be mapped into more than one MAC-d flows, but after RLC data split is introduced, it seems inevitable that one logical channel would be mapped into two MAC-d flows, as depicted in Fig 3. If proposal 1 is agreed the RLC entity may also need to indicate to MAC-d entity how it should distribute the RLC PDUs to different MAC-d flows.
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Fig 3: the new mapping relationship between logical channels and MAC-d flows

Proposal 2: RAN2 needs to address the new mapping relationship between logical channels and MAC-d flows.

2.3.2 Data skew problem
In contributions [2] and [3], the “skew” problem was explained and some possible solutions were also given. The root of the “skew” problem is that after the data split there is a “SN gap” between the RLC PDUs of two flows, and moreover each NodeB would deliver the data with different speed and usually out-of-order. After some further considerations and simulations, we noticed that:
1. The problem can be alleviated by keeping SN gap between two flows as small as possible, e.g. data split module gives PDUs of even SN to one flow and odd SN to the other;

2. The key to the solution is that the sending RLC entity can distinguish between the unacknowledged PDUs that really need retransmission and those that are temporarily in the “skew” gap. So it is prerequisite for sending RLC to keep track of the path each PDU goes. And whatever the algorithm the RNC uses to distinguish the skew gap, it may need more information from the feedback of the receiving side that current STATUS PDU may not be able to provide.

3. When a bunch of PDUs are in skew gap for too long, they may be really lost and need to be retransmitted. Under such circumstances it usually makes more sense to resend them on another path as the original path may have been suffering some deterioration. And RNC should inform the original NodeB to delete those PDUs that could still remain in the MAC buffer.
In general, we think the skew problem can be solved by introducing some enhancements to RLC implementations and specifications. Some enhancements to STATUS PDU content and interpretation may be helpful.

Proposal 3: RAN2 may discuss the possible solutions to the skew problem and the need of enhancements to STATUS PDU.

2.3.3 RLC window stalling
If for some reasons the RLC PDUs are lagging behind at one NodeB, the sending RLC can’t move its sending window as the VT(A) acknowledged from STATUS PDU would remain unchanged, even if the data queue is moving fast at the other NodeB.  Consequently the whole transmission would be stalled and the SF-DC transmission would deteriorate the performance rather than improve it. This is illustrated in the Fig 4 below. 
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Figure 4: RLC window stalling

The simplest solution is to use a larger RLC window size, but this problem may still exist even if the window size has been the configured to the maximum. So it is worth considering some more advanced solutions.
Proposal 4: RAN2 should discuss the solutions to the RLC window stalling problem

2.4 Impacts on Iub

The documents [2] and [3] addressed the need for tighter Iub flow control and some algorithms were suggested. Generally we think that this is an implementation issue and that the current Iub flow control mechanism can be reused. 
Apart from that, we mentioned in 2.3.2 that if the sending RLC entity switches the path for some retransmitted PDUs, the RNC need to inform the original NodeB and asks it to delete the data remained in MAC buffers. This may introduce some new signalling on the Iub interface.  
3 Conclusion

In this contribution we discussed some outstanding issues that may be brought by the introduction of inter-NodeB multipoint transmissions and the possible impacts on RAN2 specs. In general we think there is little impact on MAC layer while some enhancements may be needed for RLC or Iub specs.
Our observations and proposals are:

Observation 1: The inter-NodeB SF-DC aggregation transmission has very little impact on MAC layer.
Proposal 1: The data split function is in the RLC entity of RNC.
Proposal 2: RAN2 needs to address the new mapping relationship between logical channels and MAC-d flows.

Proposal 3: RAN2 may discuss the possible solutions to the skew problem and the need of enhancements to STATUS PDU.
Proposal 4: RAN2 should discuss the solutions to the RLC window stalling problem
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