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1 Introduction
A study item on multi-point data transmission for the HSDPA networks was opened during the RAN plenary meeting #50 [1]. The study item covers both Intra-NodeB and Inter-NodeB schemes. In multi-point schemes including SF-DC Aggregation, SF-DC Switching, DF-DC Aggregation, DF-4C Aggregation and DF-4C Switching [3], the application level data flow needs to be split in the network and transmitted to a UE from multiple cells residing at the same or different Node Bs. In this contribution, options for such data splits are discussed and compared. 
2 Data split for Intra-NodeB schemes
If the multipoint schemes listed in Section 1 are applied to two cells in the same Node B, we propose that the data flow is split at the MAC-ehs layer. 

More specifically, there is only one MAC-ehs entity for each data flow in the network; there is a shared TSN space between the two cells; each cell has its own HARQ entity and physical layer entity. The protocol stack is illustrated in Figure 1 below. 
The same proposal was initially discussed in [2]. A similar proposal was raised in [5]. 
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       Figure 1 Protocol stack for MAC-ehs split in Intra-NB schemes. 

3 Data split for Inter-NodeB schemes
If the two cells in the multipoint schemes reside at two different Node Bs, there must be a separate MAC-ehs entity at each cell. Therefore, there must be two MAC-ehs entities for the same data flow. The protocol stack can be abstracted by Figure 2 below. 
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Figure 2  An abstract protocol stack for Inter-NodeB schemes. 

The presence of two MAC-ehs entities creates out-of-order delivery to the upper layer, or the issue of skew. Therefore, certain enhancements to the upper layer protocols and implementation are necessary. The proposed solutions are discussed next. 
3.1 Two proposals for data split

So far, there are two proposals for the data split for Inter-NodeB multipoint schemes: 

1. RLC split as proposed in [2]
· There is only a single RLC entity for both MAC-ehs entities

· The UE RLC Status PDU format and generation remain unchanged

· The RLC sender at the RNC keeps a record of to which cell a RLC PDU is sent for the first time. It also keeps a record of which RLC PDU has been retransmitted

· For each reported sequence number gap, if the packets have never been retransmitted, the RLC sender distinguishes whether the gap is due to genuine loss on the physical layer, or out-of-order delivery (skew) between the two cells. The sequence number gap is identified as genuine loss if a packet with a higher sequence number in the same cell is ACKed

· For each sequence number gap first identified as caused by skew, a timer called RetransmissionDelayTimer is started. When this timer expires, the remaining missing data will be retransmitted
2. PDCP split as proposed in [5]
· There is one PDCP entity but two RLC entities
· The operation of each RLC entity follows the legacy RLC procedures
· The use of PDCP sequence number is mandatory for every PDCP packet

· The UE PDCP receiver reorders the received PDCP packets and delivers them to the upper layer

· There is no retransmission of PDCP packets

The protocol stack for RLC and PDCP splits are illustrated in Figure 3 and Figure 4 respectively. These two schemes are compared in detail in the following subsections. 
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Figure 3
    Protocol stack for RLC split in Inter-NodeB schemes. 
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Figure 4 Protocol stack for the PDCP split in Inter-NodeB schemes. 

3.1.1 New timer for reordering PDCP packets in PDCP split
For the PDCP split, there needs to be a timer for the UE in reordering the received PDCP packets. This timer is called ‘PDCPReorderingTimer’ in this contribution. It is similar to the RetransmissonDelayTimer introduced for RLC split. The PDCPReorderingTimer is used as the following: 

· A PDCPReorderingTimer is started by the UE for each new gap seen in PDCP sequence numbers
· When PDCPReorderingTimer expires, the remaining out-of-order PDCP packets are forwarded to the upper layer
3.2 Skew issue in both data split proposals
Figure 5 below was originally shown in [1] to illustrate the skew issue with RLC split. The skew exists even without physical layer losses or fluctuation due to channel or loading conditions. The main cause of the skew is that the iub flow control normally sends RLC PDUs in batches to each Node B. 
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Figure 5 RLC packets arriving at UE at different time instants without packet loss over the air.

By the same token, if we view the packets shown in Figure 5 as PDCP packets, the same skew phenomenon also happens with PDCP split. 

Therefore, we conclude that the skew issue is common for both data split options. 
3.3 Requirements on iub flow control in both data split proposals

With the use of RetransmissionDelayTimer for the skewed RLC PDUs in the RLC split, and the use of PDCPReorderingTimer for the skewed PDCP packets in the PDCP split, small skews can be recovered without causing any losses to the upper layers. However, if the skew is large enough to cause the expiration of these timers, unnecessary retransmissions occur in RLC split while packet losses are seen by the TCP in PDCP split. Therefore, in order to avoid TCP throughput losses, the occurrence of large skews must be maintained to be rare for both split methods. 
The channel and loading variation are the same for both RLC and PDCP splits. Then for both schemes, the size of the skew is mainly determined by the iub flow control. It is reasonable to assume that similar values are used by the RetransmissionDelayTimer in the RLC split and the PDCPReorderingTimer in the PDCP split. Therefore, we conclude that both the RLC and PDCP approach have the same requirement for tight iub flow control. 
3.4 Robustness issues in PDCP split and possible solutions

The lack of retransmission mechanism in PDCP split leads to robustness issues. 

If a large skew causes RetransmissionDelayTimer to expire in the RLC split, unnecessary RLC retransmissions happen but there is no data loss seen by TCP if RTO value is large enough. On the other hand, if a large skew causes PDCPReorderingTimer to expire, the UE PDCP receiver can only forward the received packets with the sequence number gap to the upper layers and therefore data loss is seen by TCP, which causes costly TCP recovery events. 
Examples of large skew include Event 1B and a stalling cell. These are discussed in more detailed in the following: 
3.4.1 Possible data loss during E1B

Here is a simple yet common example of E1B for a UE in Inter-NodeB multipoint transmissions. The UE has two cells in its active set and is served by both primary serving cell and secondary serving cell. E1B is triggered to remove the secondary serving cell from its active set. If at the activation time, there are still remaining data at the Node B buffer at secondary serving cell, these data may get lost if there are no intelligent re-buffering and retransmission schemes. This situation is shown in Figure 6 below. 
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Figure 6 Possible data loss during E1B with PDCP split. 

If the same situation happens in the RLC split, the remaining data at the secondary serving cell will be retransmitted by RLC through the primary serving cell. These data will be marked as retransmissions so that they can be prioritized by the primary serving cell and therefore received by UE with very small delay. The packet recovery during E1B in the RLC split scheme is shown in Figure 7 below. 
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Figure 7  Packet recovery through RLC retransmissions during E1B in the RLC split scheme. 
3.4.2 Stalling cell

When either the primary serving cell or secondary serving cell is stalled, large skews occur. The skew can be recovered in the RLC split scheme by RLC retransmissions through the other cell due to the prioritization of RLC retransmissions by the Node B. However, in the PDCP split scheme, such a skew will be seen as a data loss by TCP, triggering TCP recovery. 

The stalling cell was raised as a concern in [6] for the RLC split. As seen here, as long as the RetransmissionDelayTimer is chosen properly to avoid RLC window limitation, one stalling cell only causes some RLC retransmissions. But the impact from one stalling cell with PDCP split can be much more severe. 
3.4.3 Possible solutions to the robustness issues in PDCP split
It is very hard to ensure that no or very little data left at the activation time during E1B, or at the stalled cell when the stalling happens. Therefore, to solve the above robustness issues in the PDCP split scheme, there is a need for intelligent re-buffering and retransmission schemes. 

One possible re-buffering and retransmission scheme is the following: 

· Two logical channel are always maintained for the same data flow, even after E1B
· Each logical channel is mapped to a separate RLC
· Each RLC can be transmitted over either one of the two cells
· In steady state, each RLC is transmitted over one particular cell

· During mobility events, such as E1B, RLC PDUs which were mapped to the affected cell can be transmitted or retransmitted over the other cell
This approach is called ‘Flexible Mapping’. The protocol stack has to be modified to implement such a scheme and is shown in Figure 8 below. 
[image: image8.emf]RLC

MAC-d

MAC-

ehs

PHY

MAC-

ehs

PHY

PHY

MAC-

ehs

PHY

MAC-

ehs

RNC

Node B  1

Node B  2

UE

RLC

MAC-d

PDCP

MAC-d

RLC

MAC-d

RLC

PDCP


Figure 8     Protocol stack with Flexible Mapping in the PDCP split scheme. 
Another possible re-buffering and retransmission scheme is RNC transferring data between the PDCP queues for each Node B. Although this could be implemented without changing the protocol stack, the difficulty is that RNC does not have the exact knowledge on which packets to transfer. 
3.5 Conclusion on performance comparison between RLC and PDCP splits
Based on the above discussions, both RLC and PDCP splits should provide comparable TCP performance including throughput and latency, under the following assumptions
· same timer value

· same tight flow control 

· the robustness issue with PDCP split is resolved 
3.6 Complexity comparison between RLC and PDCP splits

The complexity of the two approaches is compared in Table 1 below. This comparison should be considered alongside with the comparison for the performance and robustness. The preference may depend on network implementation. 
Table 1

Complexity comparison between RLC and PDCP splits. 

	
	RLC split
	PDCP split

	# of logical channel
	1
	1 
(possibly 2 for Flexible Mapping)

	# of RLC entities
	1
	2

	RLC enhancements for each component RLC entity
	Enhancements to RNC
	None

	UE changes
	None
	New PDCP reordering


4 Conclusions

In this paper, we discussed the data split for the multipoint schemes including SF-DC Aggregation, SF-DC Switching, DF-DC Aggregation, DF-4C Aggregation and DF-4C Switching. For Intra-NodeB instances of these schemes, we propose to split the data at MAC-ehs layer. For Inter-NodeB instances of these schemes, both RLC split and PDCP splits are viable options. They should provide similar performance under the assumptions listed in Section 3.5. The complexity comparison between the two approaches may depend on network implementation. 
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