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1. Introduction
During the RAN meeting #73bis discussion on work item proposal defined in [1], it was decided to first establish an evaluation framework using which LTE power management mechanisms can be examined and evaluated. The framework includes application traffic models and metrics and will be finalized during the study phase. In this contribution, we outline an evaluation framework with traffic models and metrics and also show an example study of how this framework may be applied to understand current LTE power management mechanisms and their impact using the metrics mentioned.
2. Evaluation framework
The purpose of the study phase is to understand and evaluate the impact of the diverse data applications and user behavior on RRC signalling overhead, radio resource utilization, end user experience and UE battery lifetime using the power management schemes available in LTE and LTE-Advanced, i.e. Discontinuous Reception (DRX) and Idle mode. In the following sub-sections, the components of the evaluation framework, i.e. traffic models and metrics are described. 
2.1 Traffic Models
From [2] and [3]  and our own observations on changes in end user behavior when using devices such as smart phones, tablets etc the nature of application traffic has changed significantly from before the introduction of such devices. Thus, we agree with [1] and [2] and outline the following characteristics for the application traffic models to be used for evaluation:
· Always-on user experience
· Capture sporadic, bursty traffic arrivals
· Streaming traffic as from applications such as YouTube, Pandora
· Relative short packet sizes 
· Wide variability in packet inter-arrival time 
· Applications running both in active as well as in background mode
· Several applications running in parallel on a UE 
Due to the rapid change in the nature of application traffic activity, these types of characteristics are not captured by application traffic models and it is hard to determine what type of mix to use to adequately represent the behavior. Therefore, we recommend using real traces of application traffic captured over cellular networks, preferably UMTS or LTE, so as to adequately reflect the range and variety of services offered.
Proposal 1: We recommend using traces of application traffic activity over either UMTS or LTE networks where suitable application traffic models do not exist.
2.2 Metrics
The metrics should capture the trade-offs introduced due to the existing RRC states for power management schemes. These trade-offs exist among RRC signalling overhead, radio resource utilization, end user experience and UE battery lifetime.
2.2.1 RRC Signaling Overhead 
· Rate of RRC State Idle to Connected Change events (RRSICC): This metric measures the number of times the UE changed RRC states from RRC_Idle to RRC_Connected over the test duration.

2.2.2 UE power consumption 
UE power consumption can be measured by observing state occupancy times in the given RRC states and can be given as follows:
· Active_Ratio: Active_Ratio is the ratio of the total amount of time spent in Active mode by a UE, over the total test duration. The time spent in active mode includes listening to shared channel and actively transmitting/receiving UL/DL packets.

· Active_Idle_Ratio: Active_Idle_Ratio is ratio of the total amount of time that a UE spends in Active mode over the test duration, without exchanging any data with the eNB, i.e. just listening to the shared channel.

· Idle_Ratio: Idle_Ratio measures the ratio of the amount of time that a UE spends in RRC_Idle mode over the duration of the test.

· UE_PowerSaving_Ratio: UE_PowerSaving_Ratio is the ratio of the amount of time UE spends in low power modes i.e. Idle or DRX Off durations over the total test duration.

	Where:		
· Ta        : Time spent in Active mode, just listening to shared channel and actively transmitting/receiving
· Tai		: Time spent in Active Idle mode, just listening to shared channel.
· Ti      : Time spent in RRC_Idle 
· Toff       : Time spent in Off durations of DRX cycle 
2.2.3 Radio resource utilization
Depending upon the application, uplink control channel resources cannot always be utilized completely [4]. This is a problem due to the fact that if we increase some factors affecting LTE power management such as Idle inactivity timer or DRX Inactivity timers, then the UE will spend more time in RRC_Connected mode, thereby wasting radio resources. The following metrics capture this impact.
SR_Utilization: Scheduling Request Utilization is the ratio of the actual number of scheduling requests (SRs) that were utilized by a given UE over the total number of SRs that were scheduled.  



DRX_CQIPMIRI_Utilization: During DRX Off duration, the UE does not transmit CQI/PMI/RI reports, even if they are scheduled, thus wasting resources. We assume here that the period of resource allocation for CQI/PMI/RI reports and DRX On durations are always aligned with each other.


2.2.4 End user experience: 
Generally, the end user experience depends upon the type of application running on the UE. The impact of power management can occur due to state changes i.e. when a UE changes states from RRC_Idle to RRC_Connected state or when it goes from DRX interval to Active intervals. This impact can be measured by the delay at the application. Another impact can be seen in loss of packets due to the buffer overflow during Off duration or Idle intervals or when the packet is dropped because it was kept waiting too long.   
· Avg_App_Delay_Difference: This metric measures the avg. packet delay difference at the application layer as compared to the delay without either DRX/Idle or both. 

where
· Delayavg_pm : This is average packet delay at the application layer when power management  (either DRX or Idle or both) is enabled.
· Delayavg : This is average packet delay at the application layer when power management  (either DRX or Idle or both) is not enabled.
· Avg_Num_Pkts_Dropped_Difference: Average number of packets dropped is the difference between the number of packets dropped at the application layer during the test duration and the number of the packets dropped without either DRX/Idle.

			where
AvgPktsDroppedavgpm : is the average number of packets dropped at the application layer when power management  (either DRX or Idle or both) is enabled
AvgPktsDroppedavg : is the average number of packets dropped at the application layer when power management  (either DRX or Idle or both) is not enabled
Proposal 2: We recommend proposed metrics on RRC signalling overhead, UE battery lifetime, radio resource utilization, and end user experience as a baseline for evaluation.
3. Example study of LTE power management techniques using real traces
We performed an initial study as an illustration of how we propose to use real trace for application traffic models and the metrics described above. The purpose of this study is to demonstrate the impact of one of the key factors for power management in LTE, i.e. the Idle inactivity timer on the metrics defined above. The study shows the trade-offs mentioned in section 2, among the RRC signalling overhead and UE battery consumption.

For this study, we used a 3G dongle from AT&T networks and collected the traces of popular applications such as Pandora, YouTube and running applications in background such as Email, automatic news update, scores update, chat messages etc running in background in various usage scenarios on a laptop as shown below. 

The study was to evaluate the impact of different Idle inactivity timer values (namely 1, 2, 5 and 10 seconds) on the Active and Idle ratios as well as on transitions from RRC_Idle to RRC_Connected. The values of Idle inactivity timers reflect existing values used by some of the carriers [5]. We did not consider the impact of DRX here.

Scenario 1: Pandora (audio streaming): Pandora is a popular audio streaming application and is a service that allows a user to listen to songs continuously, as selected by the station, based upon artist, music preferences etc input by the user. We ran Pandora using a user account to collect about 30000 packets (approx, 6 songs), lasting 20 minutes (see Appendix: Figure 5 for details).
Figure 1 shows the packet inter-arrival times over the initial 100 seconds of the test and table 1 gives the maximum and mean inter-arrival time statistics for the entire test duration.
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Figure 1: Packet Inter-arrival times for Pandora.

	Statistics
	Inter Arrival Time

	Max
	59.83 s

	Mean
	0.04 s



Table 1: Packet Inter-arrival Statistics

	Idle Inactivity Timer
	RRSICC Events 
	Active_Ratio (%) 
	Idle_Ratio (%) 

	1 sec 
	89
	22
	78

	2 sec 
	62
	28
	72

	5 sec 
	33
	38
	62

	10 sec 
	24
	50
	50


						
Table 2: Impact of Idle Inactivity Timer for audio streaming (Pandora)

Scenario 2: YouTube (Video streaming application): For YouTube, we streamed a play-list and collected about 150000 packets over 24 minutes (see Appendix: Figure 6 for details). Since the number of packet arrivals is very large, we show only a snapshot period over 4 seconds and table 2 gives the maximum and mean inter-arrival time statistics for the entire test duration.
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Figure 2: Inter-arrival times for YouTube traffic

	Statistics
	InterArrival Time

	Max
	47.16 s

	Mean
	0.0095 s


Table 3: Inter-arrival Statistics

	 Idle Inactivity Timer
	RRSICC events 
	Active_Ratio (%) 
	Idle_Ratio (%) 

	1 sec 
	75
	81
	19

	2 sec 
	42
	84
	16

	5 sec 
	14
	89
	11

	10 sec 
	8
	93
	7


			
Table 4: Impact of Idle Inactivity Timer for YouTube 

Scenario 3: Mixed Application traffic, all running in the background with no user interaction. (Http sites (NBA.com, CNN.com, BBC.com), Skype, Gmail, Gtalk. We collected about 30000 packets over 72 minutes (see Appendix: Figure 7 for details). In Figure 3, we show only a snapshot period over 50 seconds and table 5 gives the maximum and mean inter-arrival time statistics for the entire test duration.
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Figure 3: Inter-arrival times for Mixed traffic

	Statistics
	Inter Arrival Time

	Max
	10.19 s

	Mean
	0.145 s


Table 5: Inter-arrival Statistics

	Idle Inactivity Timer				
	RRSICC events 
	Active_Ratio (%) 
	Idle_Ratio (%) 

	1 sec 
	1112
	47
	53

	2 sec 
	664
	66
	34

	5 sec 
	195
	92
	8

	10 sec 
	3
	99.99
	0.01


						
Table 6: Impact of Idle Inactivity Timer for Mixed Traffic

The results in Tables 2, 4 and 6 very clearly show the trade-off between signalling overhead and power consumption.  As idle inactivity timer values increase, the Idle_Ratio decreases and the amount of overhead due to RRSICC events decreases, as expected. However, we observe that the rate of change in Idle_Ratio and the number of RRSICC events varies considerably depending upon different usage scenarios. 

For YouTube type of traffic, we expect low power savings due to the intensive use of resources expected from this type of application. For some usage scenarios such as Pandora, we can see that it is still possible to achieve a balance trade-off between signalling overhead and UE power consumption, whereas for mixed traffic type, this is particularly hard to achieve and there don’t seem to be good values to achieve a balance. Thus, for Mixed traffic, we can see that UE power consumption remains quite high for each case due to short amounts of time spent in Idle mode and is of interest here, because it shows that there may be potential problems with current schemes. 
Observation: Analysis of data shows that for some usage scenarios, such as Mixed traffic running in background, it may not be possible to achieve a balance in the trade-off between signalling overhead and UE power consumption for a range of Idle inactivity timer values.

Proposal 3:  During the study phase, we need to define and evaluate mixed application traffic models.

From figures 1, 2 and 3, we can see the packet activity patterns in a snapshot, but the overall pattern or the details are not clear. To capture the characteristics of the entire traffic patterns, we plot the cumulative distribution function (CDF) of the packet inter-arrival times for each traffic trace. The CDF shows that for the mixed traffic usage scenario, the inter-arrival times vary considerably from the other two scenarios and thus gives a complete picture and allows the results to be duplicated by generating similar characteristics. 
[image: ]Figure 4: CDFs of Inter-arrival times for various scenarios


Proposal 4: The application traffic models used (either from traces or traffic models) should provide CDFs of inter-arrival times to enable a common basis for evaluation.

We also note that the trade-off points are different for each of the 3 different fairly common usage scenarios, which shows that a single value of Idle inactivity timer is not adequate to address the issue, however there are no mechanisms to change Idle inactivity timer values and it is not clear whether that is the answer here in any case. Since we did not take into account DRX here, it is possible that with DRX enabled, the amount of time spent in low power modes would be increased. However the power saved during DRX cannot be as high as saved during Idle mode. It is also possible that with the addition of DRX, the amount of time spent in RRC_Idle state may be further reduced and thus, results in even fewer power savings. 

Proposal 5:  Initial study shows high variability of impact of Idle inactivity timer value on UE power consumption and signalling overhead and requires additional study.

4. Conclusions
Proposal 1: We recommend using traces of application traffic activity over either UMTS or LTE networks where suitable application traffic models do not exist.
Proposal 2: We recommend proposed metrics on RRC signalling overhead, UE battery lifetime, radio resource utilization, and end user experience as a baseline for evaluation.

Proposal 3:  During the study phase, we need to define and evaluate mixed application traffic models.

Proposal 4: The application traffic models used (either from traces or traffic models) should provide CDFs of inter-arrival times to enable a common basis for evaluation.

Proposal 5:  Initial study shows high variability of impact of Idle inactivity timer value on UE power consumption and signalling overhead and requires additional study.
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6. Appendix
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Figure 5: Pandora Packet Interarrival Times
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Figure 6: YouTube Packet Inter-arrival Times
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Figure 7: Mixed Traffic Packet Inter-arrival Times
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