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1 Introduction & Background
During RAN2#73, RAN2 approved a Rel-10 CR to TS 36.321 [1] that introduces a new PHR triggering condition based on the change in additional power backoff due to power management as allowed by P-MPR (hereon just referred to as “P-MPR backoff”). Related documents [2-6] were contributed / treated during RAN2#72 and RAN2#72bis.

During RAN2#73, the potential issue with this new PHR trigger in the presence of P-MPR backoff “spike-ups” and spike-downs” in LTE due to simultaneous 1xRTT talk spurt was addressed in [7]. Furthermore, several standard solutions to address this issue were presented in [8]. As a result of the discussion based on these documents, it was decided to have an email discussion to address the following:
· Is the current behavior a problem (i.e. normal prohibit timer, no smart UE implementation)?

· Do we want UE implementation approach or some other standard mechanism (if the current behavior is a problem)?

· If we want to leave it to UE implementation approach, do we want some informative annex?

· If we want some standard mechanism, what should we specify?

Finalization date: Monday April 4th 2011, midnight Pacific
2 Discussion
2.1 Is the current behavior a problem?
First of all, whether or not the current behavior would be a problem (without assuming any smart UE implementation) should be discussed.
The new PHR triggering condition based on P-MPR backoff change as agreed in [1] is copied below:
· prohibitPHR-Timer expires or has expired and the additional power backoff due to power management (as allowed by P-MPR [10]) for at least one activated Serving Cell with configured uplink has changed more than dl-PathlossChange dB since the last transmission of a PHR when UE has UL resources for new transmission.
To facilitate the discussion, let us consider the scenario of simultaneous LTE data and 1xRTT voice. It is assumed that the P-MPR backoff applied for LTE and the transmission data rate for 1xRTT voice has an inverse relationship. Example variations in the transmission data rate for 1xRTT talk spurt provided in [7] are copied below:
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Figure 1 EVRC encoder output during example talk-spurt
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Figure 2 EVRC encoder output during example one-sided conversation
According to [7],

“figure 1 shows an example EVRC voice activity used for EVRC minimum performance test where a woman reads a sentence during 6 seconds (i.e., talk-spurt). Figure 2 shows same voice activity during one-sided conversation. (The x-axis is number of 20ms voice frames, and y-axis indicates voice rates in the figure.)”
Potential issues with the current PHR trigger based on P-MPR backoff change (and not assuming any smart UE implementation) in the above mentioned scenario are listed below:
· Potential issue1:

Even if P-MPR backoff decreases more than dl-PathLossChange dB, PHR will not be triggered immediately if the prohibitPHR-Timer is running.
During this time, eNB allocations would stay conservative until PHR is transmitted after the prohibitPHR-Timer expires. However, UL transmissions would be successful.
This situation can result during P-MPR backoff “spike-ups”.
· Potential issue2:
Even if P-MPR backoff increases more than dl-PathLossChange dB, PHR will not be triggered immediately if the prohibitPHR-Timer is running.
During this time, eNB allocations would stay aggressive until PHR is transmitted after the prohibitPHR-Timer expires. UL transmissions may continuously fail.

This situation can result during P-MPR backoff “spike-downs”.
Note: The above potential issues are introduced taking P-MPR backoff due to 1xRTT as an example, however, they could be applied to any other backoff cases.
Comment from company:
	Is the current behaviour a problem?

	Company name
	Comment

	 Pantech
	 In our understanding, the purpose of a prohibitPHR-Timer might be that it would prevent additional power headroom reports (PHRs) since last PHR transmission, and hence reduce signaling overhead. The above potential issues would seem to consider the action of PHR during a prohibitPHR-Timer in order to resolve the erroneous risks related to resource scheduling without PHR information, and it, however, would be a little doubtful whether the additional PHR transmission would be efficiently helpful and precise to do it. If that is not informative, the corresponding PHR transmissions are merely a waste of signaling resources. As for legacy PHR procedure (a PHR triggered by pathloss change), similar problems could occur but any PHR transmission within a prohibitPHR-Timer should not be allowed even if a PHR is triggered due to the pathloss change.
 Nevertheless, if the additional PHR transmission is required which could be helpful to solve potential issues, there is a possible function; a PHR transmission triggered by power management is allowed even though a prohibitPHR-Timer does not expire. However, then the purpose of it is not meaningful any more; a prohibitPHR-Timer could not prohibit a PHR transmission due to power backoff.
 We think a prohibitPHR-Timer should inhibit any triggered PHR transmission regardless of triggering condition (or cause). A prohibitPHR-Timer would be used in order to reduce signaling overhead and the PHR transition during it would be neglected, and thus the solution of potential issues might be upon to implementation.

	InterDigital Communications
	For high frequency spike-up/down P-MPR backoff scenarios (i.e. simultaneous LTE data and 1xRTT voice) current specified behavior would be a problem. Therefore either a smart implementation or specification changes to PHR triggering is needed for proper scheduling.

	NSN 
	Depending on how UE implementation handles such spikes, a problem could occur. 

	LGE
	 We are a little bit unclear how severe the problem is because
1. As pointed out by Pantech, the same problem already exists today due to patloss changes and the prohibit timer although the frequency of the problem may be different.

2. Even in case of P-MPR backoff spike-down (issue 2), UL transmissions could succeed if UL allocations don’t exceed the allowed UE max power. It seems to be assumed here that the eNB always does the aggressive UL allocations which exceed the UE max power and then the UL transmissions continuously fail in case of P-MAC backoff spike-down. However, we believe that depending on eNB scheduling and UE implementation, UL transmissions could succeed. Furthermore, it is a little bit contradictory to assume that UL transmissions fail in case of P-MPR backoff spike-down but the first PHR (and beyond) indicating P=1 is successfully transmitted.

	Ericsson, ST-Ericsson
	We do not consider “potential issue 1” outlined above as a severe problem as it would only result in temporary inefficiencies due to a too conservative MCS. 

The “potential issue 2” could be more problematic since the prohibiting of the PHR could result in additional HARQ retransmissions or even in HARQ failures. The severity of the problem depends to a large extent on the frequency at which the power back-off varies as well as on the actual power back-off value. Also the setting of the PHR prohibit timer has a significant impact. Based on a quick evaluation we think however that the currently agreed solution should work sufficiently well for the traffic pattern provided in [7].

	 Samsung
	 We understand current mechanism does not filter out spike-up/down, hence unnecessary PHR can be triggered. 

	Hitachi
	Considering the above potential issues 1 and 2, current behavior would be a problem. However, using shorter prohibitPHR-Timer value would cause increasing signaling overhead due to frequent change of P-MPR backoff.

Therefore, some kind of solution would be needed for efficient resource allocation.

	HTC
	From a general point of view, we have no strong opinion about this issue, as fundamentally this is somehow what the prohibit PHR timer should be doing: avoid the triggering of PHR very often. However, if the frequency of the P-MPR backoff change is considered, the potential issue 2 may be a problem as already explained by Ericson.

	NEC
	We are also of the understanding that depending on how the UE implementation handles spikes, the problem could occur. At the same time, a proper setting of PHR prohibit timer should have significant impact as mentioned by Ericsson.

	Qualcomm Incorporated
	We believe with proper UE implementation and settings of PHR prohibit timer, this is not a problem.

	 ZTE
	 Since similar “spike up and down” situation does not be considered in path loss, we do not feel an urge need for P-MPR change here. The real problem may be the effects of path loss change and P-MPR change on PH are independent. Accordingly unnecessary PHR may be triggered or PHR may be missed with current trigger definitions. 

	Huawei, HiSilicon
	A problem may happen, but it is not vital.

	Motorola Solutions
	We think that both problems described as potential issues 1 and 2 can be handled by proper UE implementation and with the appropriate setting of the PHR Prohibit Timer.  

	Alcatel –Lucent 
	the situation w.r.t spike-up/down P-MPR backoff scenarios may occur. However, significance of the situation depends on how it’s been handled at the UE/ eNB and the frequency of such occurrence. The currently agreed solution in our view is sufficient for the scenarios considered. 

	 NTT DCM
	In our view, without smart UE implementation, both issues would be problematic. Though issues 1 might not be vital, issue 2 would be a problem.


Rapporteur’s summary:

It seems that there is no clear view on whether the current specified behavior (without assuming smart UE implementation) would be a problem or not.

Many companies have commented that the current specified behavior would / would not be a problem depending on the following factors:

· Frequency of spike-up / spike-downs in P-MPR backoff and the value of the P-MPR backoff

· The value of prohibitPHR-Timer

· UE implementation / eNB handling
Observation 1: Whether the current specified behavior would / would not be a problem depends on: (1) frequency of P-MPR backoff spikes and the P-MPR backoff value; (2) the value of prohibitPHR-Timer; (3) UE implementation / eNB handling.
Furthermore, there were comments that “potential issue 1” is not much of a problem since it only results in conservative allocations due to P-MPR backoff spike-ups, but “potential issue 2” could be more problematic since aggressive allocations due to P-MPR backoff spike-downs may cause additional HARQ retransmissions and even HARQ failures.

Observation 2: “Potential issue 2” (aggressive allocations due to P-MPR spike-downs) may be problematic, whereas “Potential issue 1” (conservative allocations due to P-MPR spike-ups) may not be so problematic.

Company opinions on whether the current specified behavior would / would not be a problem is summarized in the table below. However, it is noted that comments from most companies were conditional (e.g. if the frequency is high, if smart UE implementation is assumed, …).
	(possibly) problematic [8]
	InterDigital, NSN, Samsung, Hitachi, HTC, NEC, ZTE(??), NTT DCM

	Not problematic [9]
	Pantech, LGE(??), Ericsson, ST-Ericsson, Qualcomm, Huawei, HiSilicon, Motorola Solutions, Alcatel –Lucent


2.2 UE implementation approach or standard mechanism?
In case the current behavior is a problem, it should be discussed whether the problem should / can be left for UE implementation to address, or whether some standard mechanism should be specified.

In case a standard mechanism is needed, the actual solution needs to be identified. It is intended to capture such solutions in section 2.3.
Even if this is to be left for UE implementation, it would be beneficial to know how the UE implementation solution can address the issue. It is intended to capture such solutions also in section 2.3. Furthermore, the need for some informative annex should also be discussed.
Comments from company:
	***In case the current behaviour is a problem***

UE implementation approach or some standard mechanism?

	Company name
	Comment

	 Pantech
	 We think the current procedure would be sufficient.

	 InterDigital Communications
	 We are fine with either approach

	 NSN
	 Ok to be left for UE implementation.

	 LGE
	 If majority feels the problem is severe, we are ok with UE implementation approach.

	 Samsung
	We are fine to leave it to UE implementation 

	Hitachi
	We prefer UE implementation approach. 

	HTC
	Fine with either approach

	NEC
	We have slight preference for UE implementation approach.

	Qualcomm Incorporated
	We prefer UE implementation approach.

	Huawei, HiSilicon
	It can be left to UE implementation

	Motorola Solutions
	It can be left to UE implementation

	NTT DCM
	We prefer the standard approach, but can accept the UE implementation approach.


Rapporteur’s summary:

Companies have either indicated their preference for the UE implementation approach or that either approach (UE implementation approach or standard approach) would be acceptable. However, no companies insisted to take the standard approach.

Rapporteur’s proposal 1: The potential impact of P-MPR backoff spikes on PHR reporting should be resolved by UE implementation (i.e. no normative behavior will be specified).

Comments from company:
	***In case we go with UE implementation approach ***

Should there be some informative annex?

	Company name
	Comment

	 Pantech
	 We think the current procedure would be sufficient.

	  InterDigital Communications
	 Some guidelines would likely be useful for UE developers and maybe more importantly for eNB scheduler implementation to know what to expect from the UE.

	 NSN
	No strong opinion. Ok to have some informative annex if appropriate wording can be found e.g. to indicate such problem may exist and UE implementation should handle it. 

	 LGE
	No strong opinion

	Ericsson, ST-Ericsson
	A note or informative Annex bears the risk to contradict the normative text e.g. if it allows the UE not to trigger a PHR due to a temporary variation of P-MPR related power back-off. 

	 Samsung
	Nothing specified in the spec would lead to wrong implementation and repeated discussion in the future. We think short Note to capture intended UE behavior in high level would be fine.

	Hitachi
	We agree with InterDigital’s comment. Informative text is required for both UE implementation and eNB scheduler.

	HTC
	 It will all depend on the informative Annex if appropriate wording is found to handle the issue, it could be fine

	NEC
	We are fine with informative annex mentioning the problem and a guideline for UE implementation.

	Qualcomm Incorporated
	We do not think an Annex is necessary since developers will have to take into account the scenarios in question during implementation.

	 ZTE
	 If the new threshold is needed, there will be a standard mechanism. The frequent change reduction of P-MPR seems more like an implementation issue.

	Huawei, HiSilicon
	We have no strong opinion. An Annex is only needed if the problem really impacts the network very much. 

	Motorola Solutions
	No strong opinion.

	Alcatel-Lucent
	In our view, the current procedure is sufficient 

	NTT DCM
	We would like to have some informative annex to provide a guideline.


Rapporteur’s summary:
4 companies have indicated preference for having some informative text. The following possible benefits of an informative text were mentioned:

· could help to avoid undesirable UE implementation (can provide guideline)

· allows eNB scheduler to know how the UE will be behaving
3 companies have indicated that they would be fine with having an informative text (of which 2 indicated “if appropriate wording can be found”).

2 companies indicated that the current procedure would be sufficient.

1 company indicated that an informative Annex is not necessary, and that UE developers should tackle the issue during implementation.

1 company raised a concern that an informative text could become contradictory to the normative text (the normative text would state to trigger PHR, but if the informative text prohibits the triggering).

It seems that there is some preference / willingness to have some informative text on how the UE shall be behaving (i.e. to filter out the P-MPR backoff spikes). However, based on the comments received, it seems that such an informative text should be limited to a high level text (rather than indicating a detailed behavior).

Observation 3: Decision needs to be taken, on whether some informative text should be introduced or not, on the handling of P-MPR backoff spikes by the UE with respect to PHR reporting.

Rapporteur’s proposal 2: At least a high level informative text, that the UE is expected to filter out P-MPR backoff spikes with regards to Pcmax,c/PH reporting, should be introduced in the specification.

2.3 Solutions to address the problem
This section intends to capture different alternatives, both UE implementation approach and standard mechanism, to solve the potential issues. If a standard mechanism is to be adopted (normative specification), or in the case UE implementation approach is to be adopted, if something should be captured in the informative annex, the actual solution to be specified needs to be selected.

As a start, different alternatives presented in [8] are listed below:
· Alt1: Multiple prohibitPHR-Timers
This alternative uses multiple prohibitPHR-Timers. Specifically, prohibitPHR-Timer_up and prohibitPHR-Timer_down, where prohibitPHR-Timer_up is set to a shorter value than prohibitPHR-Timer_down, can be employed as illustrated in Figure 3. If P-MPR backoff increases more than dl-PathLossChange dB since last transmission of a PHR when UE has UL resource for new transmission, UE takes into account prohibitPHR-Timer_up, and in the case P-MPR backoff decreases, UE takes into account prohibitPHR-Timer_down. After transmission of PHR, both timers are started (or restarted). By having these two timers, PHR can be triggered quickly when P-MPR backoff increases, and at the same time, PHR triggering can be restricted when P-MPR backoff only decreases for a short time.[image: image3.png]UE will not transmit PHR,
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Figure 3 – Alternative 1
· Alt2: Multiple dl-PathLossChanges
This alternative uses multiple dl-PathLossChange thresholds. Specifically, dl-PathLossChange_up and dl-PathLossChange_down, where dl-PathLossChange_up is set to a smaller value than dl-PathLossChange_down, can be employed as illustrated in Figure 3. If P-MPR backoff increases, UE will transmit PHR based on comparing the P-MPR backoff change with dl-PathLossChange_up, and in the case P-MPR backoff decreases, UE will transmit PHR based on comparing the P-MPR change with dl-PathLossChange_down. By having these two thresholds, the value of prohibitPHR-Timer may be made shorter, and in that case, PHR may be triggered quickly when P-MPR increases, and at the same time, PHR triggering could be restricted when P-MPR decreases.
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Figure 4 – Alternative 2
· Alt3: Time to Trigger (TTT) approach
This alternative uses Time To Trigger (TTT). Specifically, TTT can be employed as illustrated in Figure 4. If P-MPR decreases more than dl-PathLossChange, TTT is started, and if the condition continues for a period or TTT, UE will transmit PHR. In case the P-MPR increases, such TTT is not used. By having such TTT handling, PHR can be triggered quickly when P-MPR increases, and at the same time, PHR triggering can be restricted when P-MPR only decreases for a short time.
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Figure 5 – Alternative 3
· Alt4:  P-MPR Backoff Window
In this alternative the P-MPR backoff trigger is based on the highest P-MPR value during a time period preceding the trigger (i.e. P-MPRbackoffWindow). Specifically, the P-MPRbackoffWindow can be employed as shown in Figure 6. If the prohibitPHR-Timer is not running and the highest value of P-MPR backoff during the P-MPRbackoffWindow increases or decreases more than dl-PathLossChange since the last PHR, PHR is triggered and this largest P-MPR backoff value is used in the Pcmax,c calculation.

This method restricts PHR triggering when P-MPR backoff only decreases for a short time (i.e. maximum power spike-ups) while allowing for fast triggering when P-MPR backoff increases (i.e maximum power spike-downs). Additionally this method ensures the PHR Pcmax,c value  is not based on an occasional / temporary low backoff value in order to avoid scheduling grants that exceed the available UE transmit power.
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Figure 6. Example of Use of P-MPR backoff window for PHR triggering.
· Alt5: 

prohibitPHR-Timer expires or has expired and the sum of the path loss and the additional power backoff due to power management  for at least one activated Serving Cell with configured uplink has changed more than dl-PathlossChange dB since the last transmission of a PHR when UE has UL resources for new transmission.
Comments from company:
	Specified in standard (which alternative) or Left to UE implementation

	Company name
	Preferred solution/Motivation/Reasoning

	 Pantech
	 Slightly prefer Alternative 3.
 In our understanding, the intention of triggering of PHR by power management is a fast alert for the P-MPR increase and a slow reaction to P-MPR decrease. And a slow reaction is required to ignore too fluent PHR triggering due to 1xRTT spurt transmission [7]. For the Alternative 2, a big threshold for a slow reaction would not be appropriate. A big threshold could prevent a sensitive triggering by P-MPR decrease, but also could cause a UE to be unable to transmit a essential information by P-MPR decrease due to too conservative triggering condition. We think, for ignoring fluent subframe-by-subframe change, an approach based on time concept is more proper. So, Alternative 1 or 3 is preferred.
 There is no strong opinion about the selection of which alternative 1 or 3. Slightly, we think Alternative 3 is simpler than Alternative 1. If Alternative 1 is adopted, it should be determined how a prohibitPHR-Timer_up and a prohibitPHR-Timer_down would affect on the PHR triggering by pathloss change.

	InterDigital Communications
	We prefer alternative 4 since this method ensures the PHR Pcmax,c value is not based on an occasional / temporary low backoff value in order to avoid scheduling grants that exceed the available UE transmit power. Additionally this method can also address improper Pcmax,c value reporting for other PHR triggers (i.e. pathloss, periodic...).  

	 NSN
	If power increase is considered as important as power decrease, we do not think that multiple prohibit_timer or multiple thresholds can solve the problem. TTT or averaging the value seems more appropriate approaches. 

	 LGE
	If majority feels the problem is severe, we are ok with UE implementation approach.

	Ericsson, ST-Ericsson
	If any solution is considered needed, we tend to prefer the TTT approach (alternative 3). 
Alternative 4, if we understand correctly, requires storing a large number of recent power back-off values (one per window position) which we would consider as drawback from a UE implementation p.o.v. 

We also wonder about the statement on Alternative 4 that “Additionally this method ensures the PHR Pcmax,c value is not based on an occasional / temporary low backoff value in order to avoid scheduling grants that exceed the available UE transmit power”. To our understanding this would require fundamental changes to the to the PHR/Pcmax,c formulas and is therefore not acceptable for us. 

	 Samsung
	TTT seems a handy option. Alternatively, a general description like “temporary P-MPR change due to e.g. spike in codec rate of other RAT should not trigger PHR” would be fine.  

	Hitachi
	We slightly prefer Alt. 3 for simplicity, but there is no strong opinion.

Anyway, eNB allocates resource based on reported PHR from UE. It would be difficult for eNB to track accurate PHR during talk spurt due to frequent change of P-MPR backoff. And even if UE keeps a fixed P-MPR value during talk spurt, there would not be significant problem. Therefore, we prefer simple UE implementation approach which does not need new RRC parameter or signaling. As mentioned in section 2.2, selected solution should be captured on specification as informative text.

	HTC
	We also tend to prefer the TTT approach, if anything need to be done. Furthermore, we propose that the TTT be running when the Prohibit PHR timer is also running.
The main issue is that if P-MPR backoff increases more than dl-PathLossChange dB, PHR will not be triggered immediately if the prohibitPHR-Timer is running. Therefore, although eNB may stay aggressive, UL transmission may continuously fail. According to the TTT proposal, the TTT seems shorter than the Prohibit PHR timer, therefore if during prohibit PHR time, there is P-MPR backoff increases more than dl-PathLossChange for a time period of TTT, the prohibit PHR timer should be stopped and a PHR should be triggered. Also as proposed, when Prohibit PHR timer is not running, if P-MPR decreases more than dl-PathLossChange, TTT is started, and if the condition continues for a period of TTT, UE should transmit PHR. In case the P-MPR backoff increases when Prohibit PHR timer is not running, such TTT is not used.
In the above proposal of TTT, only when prohibit PHR timer is not running that the P-MPR backoff increase case is considered, although UL transmission may still fail when Prohibit PHR timer is running and the P-MPR backoff increases..

	NEC
	We also tend to prefer TTT based approach, if something needs to be done.

	Qualcomm Incorporated
	We believe in general we can leave everything up to UE implementation since UE has strong incentives to get it right (otherwise the user experience will suffer, which is what this trigger was supposed to address to begin with). If anything is needed in the standard, we prefer Samsung’s suggestion above to add a statement or something to that effect as a guidance to the developers.

	 ZTE
	 We prefer Alt5 if the group agrees a new threshold is needed for considering comprehensive effects of path loss and P-MPR. In addition, we feel it is reasonable to filter frequent change of P-MPR (by high layer filtering or TTT method as Alt 3 in this doc) and that should be an implementation issue.

	Huawei,HiSilicon
	We also think it is enough with proper implementation and a probably informative guidance if really needed

	Motorola Solutions
	If anything is agreed to be specified we would prefer TTT approach.

	Alcatel-Lucent
	if significance of the problem is identified and some solution is required , we would prefer a TTT approach.

	NTT DCM
	We prefer alternative 3, because alternative 1, 2 might inhibit beneficial information of P-MPR change. 


Summary of feedback received:

Majority of companies indicated (if anything needs to be done) alternative 3 as their preference. The main reason seems to be simplicity.

No companies mentioned support for alternative 1 and 2, and there were some comments that these alternatives would not effectively solve the issue.

One company mentioned support for alternative 4, however, there were comments that this alternative might be complex for UE implementation, and require fundamental changes to the PHR/Pcmax,c formulas.

Alternative 5 was also added during the discussion, but this seems to be addressing a different issue (i.e. whether or not P-MPR backoff change should trigger PHR reporting only when it has an effective impact on the PH value).

Rapporteur’s proposal 3: (If an informative text is to be introduced in the specification,) mention that the TTT approach is one method to filter out P-MPR backoff spikes.

3 Summary and Conclusions
Rapporteur’s observations and proposals based on feedbacks during the email discussion are summarized below:

Observation 1: Whether the current specified behavior would / would not be a problem depends on: (1) frequency of P-MPR backoff spikes and the P-MPR backoff value; (2) the value of prohibitPHR-Timer; (3) UE implementation / eNB handling.

Observation 2: “Potential issue 2” (aggressive allocations due to P-MPR spike-downs) may be problematic, whereas “Potential issue 1” (conservative allocations due to P-MPR spike-ups) may not be so problematic.

Rapporteur’s proposal 1: The potential impact of P-MPR backoff spikes on PHR reporting should be resolved by UE implementation (i.e. no normative behavior will be specified).

Observation 3: Decision needs to be taken, on whether some informative text should be introduced or not, on the handling of P-MPR backoff spikes by the UE with respect to PHR reporting.

Rapporteur’s proposal 2: At least a high level informative text, that the UE is expected to filter out P-MPR backoff spikes with regards to Pcmax,c/PH reporting, should be introduced in the specification.

Rapporteur’s proposal 3: (If an informative text is to be introduced in the specification,) mention that the TTT approach is one method to filter out P-MPR backoff spikes.
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