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1
Introduction

The capability to operate on a shared or common resource on both the downlink and uplink in CELL_FACH state was introduced via the Enhanced CELL_FACH (Rel-7) and EUL in CELL_FACH (Rel-8) features. Furthermore, the DRX capability was introduced in CELL_FACH in Rel-8. The combination of these features allowed for mobiles to remain in the Cell_FACH state longer i.e. without transiting to "more dedicated" states while also allowing for power consumption saving. In particular, once these enhanced features get deployed, "always on" type services like Push to talk over cellular (PoC), Push email and VPN connections, which transmit frequent but small packets between the UE and server, could be supported in CELL_FACH state without the need to enter the CELL_DCH state. 

With the explosion of smartphone traffic in UMTS networks, it is now important to focus on improving link efficiency, user experience and system capacity in CELL_FACH states. For this purpose, a work item was approved in RAN#51 [3], for further enhancements to CELL_FACH. The objective of this work item is to identify whether the gains justify the complexity for introducing certain sub-features over the existing mechanisms. One such sub-feature listed therein is the following:-

· Downlink related improvements of resource utilization, throughput, latency and coverage

· Stand-alone HS-DPCCH without ongoing E-DCH transmission
In this contribution, we highlight of benefits of introducing this sub-feature as part of CELL_FACH enhancements in Rel-11. We also propose a candidate method to realize this sub-feature in the specifications.
2
Benefits of HS-DPCCH in CELL_FACH
The HS-DPCCH channel is critical to support efficient downlink transmission on the HS channels. In the absence of channel quality information (CQI) and downlink ACK/NACK information, blind retransmissions on the HS channel lead to significant loss in HSDPA throughput [1], [2] and highly inefficient utilization of the HS resources.

As of Rel-8, the transmission of HS-DPCCH is possible in CELL_FACH in an opportunistic manner only when the UE has data to send on the E-DCH. In most of the cases, when the HS-DPCCH is sent, there may be no downlink data to send, and hence in that case, the HS-DPCCH is of little or no use. Also, the opportunity to schedule data on the HS channel efficiently happens only after a contention resolution period has elapsed from the time the UE began transmitting on an E-DCH resource in CELL_FACH. In other words there is a delay incurred from the time the UE sends the first PRACH preamble to the time the NodeB detects the E-RNTI of the UE, after which the HS-DPCCH transmissions become relevant for the purpose of downlink scheduling on the HS channel. Furthermore, when the DL transmissions on the HS channel do not overlap with the UL transmissions on E-DCH, the HS transmissions will happen as in Release 7 - via blind retransmissions in the absence of ACK/NACK or CQI information. 

Based on these limitations, the following characteristics are desirable:

· HS-DPCCH transmissions should be triggered based on downlink activity rather than uplink activity

· The latency in enabling HS-DPCCH transmissions in response to downlink activity should be minimized
In order to demonstrate the benefits of the above points, we perform a simple analysis below.
2.1
TTI Utilization Benefits due to HS-DPCCH
In the following, we perform a first order analysis of four popular applications assuming that these applications were mapped to operate in the CELL_FACH state.  The metric of interest is the amount of 2ms TTIs utilized on the downlink for the entire transmission of the application data assuming four modes of operation:
· Mode 1: CQI is always absent

· This serves as a lower bound on HS performance in CELL_FACH state

· Mode 2: CQI is always present

· This serves as an upper bound on HS performance in CELL_FACH state

· Mode 3: CQI is absent for first CQI_DELAY milliseconds of a data burst. CQI is present for the rest of the burst and for CQI_EXPIRY_DELAY milliseconds after completion of the data burst.
· This would correspond to a more realistic implementation of HS-DPCCH in CELL_FACH. The challenge then would be to minimize CQI_DELAY as soon as the data burst arrives in the NodeB queue. 

· In fact, the existing Rel-8 HS-DSCH procedure in CELL_FACH can be mapped to this model, where CQI_DELAY is a random variable that depends on uplink activity.
· Note that in this mode of operation, the closed loop effects of uplink transmissions in response to downlink transmissions have not been modeled. In other words, the analysis does not explicitly capture the effect of overlapping downlink/uplink transmission. 

· The parameter CQI_EXPIRY_DELAY provides a key tradeoff between downlink and uplink performance. It corresponds to reserving the uplink transmission for longer than required (thereby leading to a higher probability of blocking of common E-DCH resources) while allowing for the possibility to immediately and efficiently serve the user as soon as a downlink data burst arrives within a short interval of time after the previous data burst, due to the availability of CQI.
· Mode 4: E-AI is sent on AICH phyical channel to trigger CQI. CQI is available after CQI_DELAY milliseconds. Data is not transmitted in absence of CQI. CQI is present for the duration of burst and for CQI_EXPIRY_DELAY milliseconds after completion of burst.
· Note that once, the CQI is available, it essentially behaves like Mode 2. Hence we also evaluate an additional metric for this mode
· Number of TTIs elapsed before beginning transmission
The details of Mode 4 are captured in Section 3. To get a better understanding of this scheme, readers are encouraged to refer to that section.

We further assume the following:

· If CQI is absent, data is sent at 320 bits per TTI, re-transmitted 3 times for diversity.
· If CQI is present, data is sent at TBS_in_presence_of_CQI bits per TTI. This parameter abstracts out the quality of the radio link and the dynamic scheduling that results as a function of varying channel quality.
The applications considered in this analysis are:

· Background email

· VPN

· Instant Messaging (IM)

· Web-browsing
In the following sub-sections, we present plots to highlight the varying degrees of burstiness of the different applications. We follow up with a section summarizing the main results. For detailed breakdown of analysis for each application, please refer to the Annex A.

2.1.1 Application Profiles: Downlink Data Arrival at RNC vs. Time

2.1.1.1
Background E-mail
[image: image1.emf]
Figure 1: Background E-mail: Downlink Data Burst Arrivals at RNC as a function of time
2.1.1.2
VPN

[image: image2.emf]
Figure 2: VPN: Downlink Data Burst Arrivals at RNC as a function of time
2.1.1.3
Instant Messaging (IM)
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Figure 3: IM: Downlink Data Burst Arrivals at RNC as a function of time
2.1.1.4
Web-browsing
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Figure 4: Web-browsing: Downlink Data Burst Arrivals at RNC as a function of time
2.1.2
Summary of Analysis

In the following, the metric “Number of TTIs utilized” refers to the total number of TTIs in which there is some downlink transmission. The number in green highlights the percentage reduction in TTI utilization for the respective mode when compared with Mode 1. 
Table 1: Number of TTIs utilized and Amount of Reduction in TTI Utilization relative to Mode 1
	Application
	Mode 1
	Mode 2
	Mode 3

	Background Email
	1360
	56 to 61                                   95%
	191 to 835                              39% to 86% 

	VPN
	332
	9 to 11                                97%
	31 to 126                          62% to 91% 

	IM
	2560
	186 to 188                      92%
	512 to 1945                    24% to 80%

	Web-Browsing
	309472
	2621 to 6588                 98% to 99%
	4239 to 25212                92% to 99%


The range of TTI utilization within each of the modes 2 and 3, corresponds to different choices of CQI_DELAY, CQI_EXPIRY_DELAY and TBS_in_presence_of_CQI. A complete breakdown for each combination of these parameters for each of the applications, is presented in Annex A. Even though not presented here, one would expect the TTI utilization of Mode 4 to be similar as that of Mode 2 since in both modes, HS-DSCH transmission is carried out only in the presence of CQI. Furhter, the E-AI transmitted on AICH physical  layer channel ( to trigger transmission of CQI for Mode 4) is expected to consume a small fraction of the power compared to HS-DSCH transmissions. So, Mode 2 and Mode 4 can be considered similar from a power consumption perspective as well. However, a delay is incurred before CQI becomes available in Mode 4. To characterize this delay, an additional statisctic - Number of TTIs elapsed before beginning the DL transmission is presented in Annex A for  Mode 4.
As can be seen from Table 1 above, significant reduction in TTI utilization can be had by making HS-DPCCH available to aid in downlink HS-DSCH transmissions. 
In the next section we propose a practical method to realize Mode 4 – DL activity based E-AI transmitted on AICH to trigger HS-DPCCH transmission on the UL. 
3

Method for HS-DPCCH Transmission based on  DL activity in CELL_FACH
In this section, we propose a method that allows a NodeB to trigger a UE to start transmiting HS-DPCCH, based on DL activity.  In the case, when the NodeB has a large amount of data (spread across multiple 2ms TTI) to send to the UE in CELL_FACH, we propose a method that allows the transmission of HS-DPCCH that is triggered as follows: 
1. The UE is configured to monitor two AICHs in CELL_FACH:

a. The first AICH (AICH-1) is used to monitor AI/E-AI when UE sends a preamble on uplink

b. The second AICH (AICH-2) is used to monitor AI/E-AI when UE wakes up at the start of the ON period of the DRX cycle

2. The UTRAN configures the UE in DRX mode in CELL_FACH

a. The DRX cycle is defined by ON and OFF periods

i.  The ON period equals an access slot (4/3 ms) or one sub-frame (2ms)

ii.  The ON period of a UE does not overlap with the ON period of another UE

b. The UE enters the DRX cycle and turns off the uplink transmission when data inactivity timer T321 has expired

i.  The timer T321 is started when the UE has no data to send on E-DCH while still transmitting DPCCH and HS-DPCCH on the uplink or 

ii.  The timer T321 is started when the UE does not receive data on HS-DSCH or 

iii.  re-started when data is received on the HS-DSCH or 

iv.  re-started when UE sends data on E-DCH 

3. At the start of the ON period of each DRX cycle, the UE monitors AICH-2 on the downlink 

a. Note that if the UE is transmitting on the uplink, the UE is not in DRX mode and instead it continuously monitors the HS-SCCH every sub-frame

4. Upon reliably detecting E-AI on AICH-2, in response, the UE will transmit HS-DPCCH on the uplink resource (DPCCH+HS-DPCCH) indicated by E-AI

a. In order to minimize UE energy consumption can perform early decoding of detect presence of E-AI

5. Once the NodeB reliably receives HS-DPCCH on the uplink, it begins to schedule HS-DSCH transmissions to the UE

6. While the uplink transmission (DPCCH+HS-DPCCH) is ongoing, if the UE has any data to transmit on the uplink, it transmits on the E-DCH. In this case T321 timer is re-started every time UE transmits data on the E-DCH.

In the case when the NodeB has a small amount of data to transmit (that can fit in one 2ms TTI transmission), the NodeB need not trigger the HS-DPCCH transmission via an E-AI on AICH. Rather, in that case, it can do what it does today in Release 7, i.e. it sends blind transmissions of the data to the UE.

Note that in the proposed procedure above, the UE skips the PRACH procedure – i.e. PRACH preamble ramping, PRACH cycles etc. This is feasible since the Node-B has already provided the UE with a common E-DCH resource index in the E-AI on AICH-2. Once the Node-B is aware of what resource the UE is going to transmit on, there should be no need to go through the PRACH preamble ramping, PRACH cycles etc. Instead, the UE begins transmission of DPCCH for a pre-determined preamble duration and relies on inner loop power control through F-DPCH (part of the common E-DCH resource) to achieve sync with the Node-B. Skipping the PRACH procedure would further help reduce the latency before HS-DPCCH becomes available to assist in DL scheduling.
Thus, the above proposal has the following advantages:

· Reuse existing downlink signaling mechanism of E-AI on AICH as defined in Rel-8 to grant an uplink resource

· Bypass PRACH procedure when NodeB signals the UE to transmit on an E-DCH resource index via E-AI on the AICH

· Invoking the PRACH procedure to be assigned an E-DCH resource index is unnecesary since the uplink transmission is triggered by the NodeB

· Monitoring of the extended acquisition indicators on a second AICH (i.e. second channelization code) avoids collisions related to the NodeB assigning E-DCH resource indices to UEs on the first channelization code in response to random access preambles
4
Conclusions

As shown in Section 2, there is significant savings to be had in terms of DL TTI utilization by enabling HS-DPCCH transmission in CELL_FACH based on DL rather than on the UL data, as is the case today.  To enable this, a method is proposed in Section 3, that allows the Node-B to trigger the UE to start transmitting HS-DPCCH on the UL. The method involves sending an E-AI on AICH-2 (on a second channelization code) when the UE wakes up at the start of the ON period of its DRX cylce. The E-AI includes information of the E-DCH resource identity the UE should use to start DPCCH/HS-DPCCH transmissions on the UL. The UE then accesses the uplink at some fixed time with respect to the time when the E-AI on AICH-2 was received. In case UL data arrives, the UE can use the same resource for E-DCH transmission on the UL as well. Further, for this method, it is proposed to skip the PRACH procedure as the UE is already assigned an E-DCH resource index through E-AI on AICH-2. This which would help reduce the latency in HS-DPCCH availability and further assist in DL scheduling. 

Based on the benefits and the practical feasibility of standalone HS-DPCCH transmission without on-going E-DCH transmission, it is proposed to agree on and specify this sub-feature as part of the Further Enhancements to CELL_FACH work item and discuss the associated method presented in Section 3 to enable it.
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Annex

In the following sections, we provide detailed statistics for the analysis performed on the various application profiles as described in Section 2.

A.1 
Background Email
Table 2: Background Email: Number of TTIs utilized to transmit the data bursts to the user in Mode 1

	Number of TTIs with DL transmission
	1360


Table 3: Background Email: Number of TTIs utilized to transmit the data bursts to the user in Mode 2

	TBS_in_presence_of_CQI [bits]
	Number of TTIs with DL transmission

	5000
	61

	10000
	57

	15000
	56

	20000
	56

	25000
	56

	30000
	56

	35000
	56

	40000
	56


Table 4: Background Email: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	195
	373
	538
	716
	774
	835

	
	10000
	191
	369
	534
	712
	773
	834

	
	15000
	191
	369
	534
	712
	773
	834

	
	20000
	191
	369
	534
	712
	773
	834

	
	25000
	191
	369
	534
	712
	773
	834

	
	30000
	191
	369
	534
	712
	773
	834

	
	35000
	191
	369
	534
	712
	773
	834

	
	40000
	191
	369
	534
	712
	773
	834


Table 5: Background Email: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 50ms
	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	195
	373
	538
	716
	760
	821

	
	10000
	191
	369
	534
	712
	759
	820

	
	15000
	191
	369
	534
	712
	759
	820

	
	20000
	191
	369
	534
	712
	759
	820

	
	25000
	191
	369
	534
	712
	759
	820

	
	30000
	191
	369
	534
	712
	759
	820

	
	35000
	191
	369
	534
	712
	759
	820

	
	40000
	191
	369
	534
	712
	759
	820


Table 6: Background Email: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	280
	560
	784
	1064
	1344
	1624

	
	10000
	280
	560
	784
	1064
	1344
	1624

	
	15000
	280
	560
	784
	1064
	1344
	1624

	
	20000
	280
	560
	784
	1064
	1344
	1624

	
	25000
	280
	560
	784
	1064
	1344
	1624

	
	30000
	280
	560
	784
	1064
	1344
	1624

	
	35000
	280
	560
	784
	1064
	1344
	1624

	
	40000
	280
	560
	784
	1064
	1344
	1624


Table 7: Background Email: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	280
	560
	784
	1064
	1200
	1450

	
	10000
	280
	560
	784
	1064
	1200
	1450

	
	15000
	280
	560
	784
	1064
	1200
	1450

	
	20000
	280
	560
	784
	1064
	1200
	1450

	
	25000
	280
	560
	784
	1064
	1200
	1450

	
	30000
	280
	560
	784
	1064
	1200
	1450

	
	35000
	280
	560
	784
	1064
	1200
	1450

	
	40000
	280
	560
	784
	1064
	1200
	1450


A.2 
VPN
Table 8: VPN: Number of TTIs utilized to transmit the data bursts to the user in Mode 1

	Number of TTIs with DL transmission
	332


Table 9: VPN: Number of TTIs utilized to transmit the data bursts to the user in Mode 2

	TBS_in_presence_of_CQI [bits]
	Number of TTIs with DL transmission

	5000
	11

	10000
	10

	15000
	9

	20000
	9

	25000
	9

	30000
	9

	35000
	9

	40000
	9


Table 10: VPN: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	42
	77
	107
	142
	111
	126

	
	10000
	41
	76
	106
	141
	110
	125

	
	15000
	40
	75
	105
	140
	110
	124

	
	20000
	40
	75
	105
	140
	110
	124

	
	25000
	40
	75
	105
	140
	110
	124

	
	30000
	40
	75
	105
	140
	110
	124

	
	35000
	40
	75
	105
	140
	110
	124

	
	40000
	40
	75
	105
	140
	110
	124


Table 11: VPN: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	33
	56
	75
	98
	111
	126

	
	10000
	32
	55
	74
	97
	110
	125

	
	15000
	31
	54
	73
	96
	110
	124

	
	20000
	31
	54
	73
	96
	110
	124

	
	25000
	31
	54
	73
	96
	110
	124

	
	30000
	31
	54
	73
	96
	110
	124

	
	35000
	31
	54
	73
	96
	110
	124

	
	40000
	31
	54
	73
	96
	110
	124


Table 12: VPN: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	40
	80
	112
	152
	120
	145

	
	10000
	40
	80
	112
	152
	120
	145

	
	15000
	40
	80
	112
	152
	120
	145

	
	20000
	40
	80
	112
	152
	120
	145

	
	25000
	40
	80
	112
	152
	120
	145

	
	30000
	40
	80
	112
	152
	120
	145

	
	35000
	40
	80
	112
	152
	120
	145

	
	40000
	40
	80
	112
	152
	120
	145


Table 13: VPN: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	25
	50
	70
	95
	120
	145

	
	10000
	25
	50
	70
	95
	120
	145

	
	15000
	25
	50
	70
	95
	120
	145

	
	20000
	25
	50
	70
	95
	120
	145

	
	25000
	25
	50
	70
	95
	120
	145

	
	30000
	25
	50
	70
	95
	120
	145

	
	35000
	25
	50
	70
	95
	120
	145

	
	40000
	25
	50
	70
	95
	120
	145


A.3
 Instant Messaging:

Table 14: IM: Number of TTIs utilized to transmit the data bursts to the user in Mode 1

	Number of TTIs with DL transmission
	2560


Table 15: IM: Number of TTIs utilized to transmit the data bursts to the user in Mode 2

	TBS_in_presence_of_CQI [bits]
	Number of TTIs with DL transmission

	5000
	188

	10000
	186

	15000
	186

	20000
	186

	25000
	186

	30000
	186

	35000
	186

	40000
	186


Table 16: IM: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	515
	959
	1384
	1836
	1929
	1945

	
	10000
	512
	956
	1381
	1825
	1928
	1944

	
	15000
	512
	956
	1381
	1825
	1928
	1944

	
	20000
	512
	956
	1381
	1825
	1928
	1944

	
	25000
	512
	956
	1381
	1825
	1928
	1944

	
	30000
	512
	956
	1381
	1825
	1928
	1944

	
	35000
	512
	956
	1381
	1825
	1928
	1944

	
	40000
	512
	956
	1381
	1825
	1928
	1944


Table 17: IM: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	441
	803
	1138
	1659
	1781
	1877

	
	10000
	439
	801
	1136
	1657
	1780
	1876

	
	15000
	439
	801
	1136
	1657
	1780
	1876

	
	20000
	439
	801
	1136
	1657
	1780
	1876

	
	25000
	439
	801
	1136
	1657
	1780
	1876

	
	30000
	439
	801
	1136
	1657
	1780
	1876

	
	35000
	439
	801
	1136
	1657
	1780
	1876

	
	40000
	439
	801
	1136
	1657
	1780
	1876


Table 18: IM: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	820
	1540
	2128
	2831
	3384
	3915

	
	10000
	820
	1540
	2128
	2831
	3384
	3915

	
	15000
	820
	1540
	2128
	2831
	3384
	3915

	
	20000
	820
	1540
	2128
	2831
	3384
	3915

	
	25000
	820
	1540
	2128
	2831
	3384
	3915

	
	30000
	820
	1540
	2128
	2831
	3384
	3915

	
	35000
	820
	1540
	2128
	2831
	3384
	3915

	
	40000
	820
	1540
	2128
	2831
	3384
	3915


Table 19: IM: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	650
	1270
	1736
	2280
	2688
	3161

	
	10000
	650
	1270
	1736
	2280
	2688
	3161

	
	15000
	650
	1270
	1736
	2280
	2688
	3161

	
	20000
	650
	1270
	1736
	2280
	2688
	3161

	
	25000
	650
	1270
	1736
	2280
	2688
	3161

	
	30000
	650
	1270
	1736
	2280
	2688
	3161

	
	35000
	650
	1270
	1736
	2280
	2688
	3161

	
	40000
	650
	1270
	1736
	2280
	2688
	3161


A.4 
Web Browsing
Table 20: Web-browsing: Number of TTIs utilized to transmit the data bursts to the user in Mode 1

	Number of TTIs with DL transmission
	309472


Table 21: Web-browsing: Number of TTIs utilized to transmit the data bursts to the user in Mode 2

	TBS_in_presence_of_CQI [bits]
	Number of TTIs with DL transmission

	5000
	6588

	10000
	4455

	15000
	2898

	20000
	2796

	25000
	2656

	30000
	2639

	35000
	2628

	40000
	2621


Table 22: Web browsing: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	12881
	16670
	18890
	22033
	23707
	25212

	
	10000
	11593
	15483
	18244
	21121
	22936
	24667

	
	15000
	10677
	15223
	17941
	20771
	22705
	24236

	
	20000
	10553
	15010
	17654
	20631
	22618
	24311

	
	25000
	10196
	14670
	17371
	20359
	22420
	24121

	
	30000
	10165
	14602
	17313
	20257
	22308
	24028

	
	35000
	10094
	14441
	17238
	20188
	22188
	23910

	
	40000
	10089
	14411
	17214
	20157
	22148
	23854


Table 23: Web browsing: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	8148
	9946
	11455
	13868
	15278
	16464

	
	10000
	6054
	7870
	9374
	11784
	13234
	14464

	
	15000
	4564
	6439
	7958
	10404
	11866
	13117

	
	20000
	4452
	6304
	7826
	10242
	11713
	12963

	
	25000
	4284
	6122
	7664
	10060
	11545
	12794

	
	30000
	4262
	6095
	7637
	10031
	11511
	12748

	
	35000
	4244
	6066
	7613
	10010
	11481
	12720

	
	40000
	4239
	6057
	7605
	9999
	11466
	12701


Table 24: Web Browsing: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	8455
	13170
	15834
	19304
	21936
	24389

	
	10000
	9375
	14320
	17514
	20729
	23664
	26013

	
	15000
	9580
	14970
	18004
	21166
	24216
	26477

	
	20000
	9640
	15090
	18088
	21413
	24552
	26912

	
	25000
	9650
	15100
	18116
	21432
	24552
	27057

	
	30000
	9655
	15100
	18116
	21432
	24552
	27086

	
	35000
	9655
	15100
	18130
	21432
	24576
	27086

	
	40000
	9660
	15100
	18130
	21432
	24576
	27086


Table 25: Web Browsing: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	2640
	5010
	6790
	8892
	10824
	12586

	
	10000
	2665
	5070
	6846
	8911
	10896
	12644

	
	15000
	2665
	5080
	6846
	8911
	10896
	12673

	
	20000
	2665
	5080
	6860
	8911
	10896
	12673

	
	25000
	2665
	5080
	6874
	8911
	10896
	12673

	
	30000
	2665
	5080
	6874
	8911
	10896
	12673

	
	35000
	2665
	5080
	6874
	8911
	10896
	12673

	
	40000
	2665
	5080
	6874
	8911
	10896
	12673
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