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1
Introduction
After work on the RAN overload protection study item was suspended, decisions have been made regarding how to provide protection to the core network from MTC overload scenarios, specifically a new ‘delay tolerant’ establishment cause has been introduced and an extended wait timer has been added to the RRC Connection Reject and RRC Connection Release messages in Rel-10. Furthermore, simulation results for LTE FDD and LTE TDD have now been agreed and captured in the TR [1]. Now that work on the study item has been restarted, this Tdoc considers the candidate solutions for countering RAN overload that are contained in the TR and makes some proposals. 
2
Discussion
Following the suspension of the study item, the related core network overload work item has clarified the operating situation to a degree.  It is now known that delay tolerant MTC devices will identify their RRC connection requests by using the ‘delay tolerant’ establishment cause and that eNB can respond by signalling an extended wait time in the RRC Connection Reject and RRC Connection Release messages. Since it could be expected that RAN overload will primarily occur when large numbers of MTC devices move from idle state to connected state in a short period of time, it could be viewed that at least a building block for RAN overload protection is already in place.
The reject mechanism does not, however, counter the potential problem of RACH overload because the RACH stage has to be completed successfully for the reject mechanism can be applied. Results of simulating the performance of LTE RACH with agreed MTC load scenarios and RACH configurations have now been included into the TR [1]. For the case of LTE FDD, the simulations show that the RACH process is only in difficulty in the case of traffic model 2 (TM 2) with a loading of 3,000 devices starting access per second. For the case of LTE TDD, there appears to be greater sensitivity and difficulty appears to occur with TM2 and a loading of greater than 500 devices starting access per second.
The LTE RACH appears to support load quite well until a tipping point is reached after which it degrades quite quickly. Simulations suggest that this tipping point occurs somewhere around the point where the ratio of new load to resources equals around 0.25 – 0.3, so that with FDD configuration 6 and 54 signatures per RACH occasion (10,800 signatures per second) the tipping point could be at around 2700 access attempts/sec. For the 60 seconds of traffic model 1 (TM1) this equates to 162,000 devices well over the 30,000 maximum assumed and for the 10 seconds period of TM2 this equates to around 27000 devices, however, since the beta distribution as modelled has a peak to men level of 2, a value of around 13,000 devices may be more appropriate, somewhat less than the 30,000 maximum but still quite large. For the case of TDD however, the TM2 results suggest that only lower values can be supported.
If it were judged that the peak RACH load would never exceed these boundaries then it could be questioned whether anything further needs to be done in the case of LTE.

P1:
RAN2 may wish to consider if any additional features are required to enable the LTE access network to counter overload.
However, if it is decided that MTC generated loads or combined MTC and non-MTC loads could exceed those at which RACH appears able to operate, or that a recovery mechanism would be a useful safety mechanism to have anyway, then  the potential solutions that have been identified so far and are captured in the TR [1] are a starting point for further work.
2.1
Access Class Barring

The adoption of a single ‘delay tolerant’ establishment cause allows the introduction of a single ‘delay tolerant’ access class barring test that could be used to regulate RACH and access network load from MTC devices. Although the introduction of a new ACB rule could not be agreed during the WI this need not rule it out from consideration in this SI. 
Because LTE access class barring makes use of a probability factor and access barring time it should enable the eNB to distribute the MTC access attempts over a wider time interval than would otherwise be the case. This could be implemented relatively statically i.e. the eNB semi statically configures ‘delay tolerant’ ACB to distribute all ‘delay tolerant’ access attempts just in case a burst of activity occurs unexpectedly. Using the current range of values for ac-BarringFactor and ac-BarringTime the instaneous burst load could be reduced by a factor of up to 20 (factor = 0.05) but at the expense of a mean delay of up to 100 seconds (barring time = 5.12seconds).
Alternatively, delay tolerant ACB could be used dynamically and enabled only when overload is detected. It is assumed that the eNB can detect that there is significant MTC load from the cause values associated with those access attempts that are successful. The ACB mechanism could then be used to bar all traffic or distribute it in time. However, the usefulness of this mechanism must depend on the speed with which system information can be changed and the relative duration of the period high MTC load. The time within which system information can be changed will depend, in turn, on the setting of the default paging cycle and the modification period coefficient. In principle the delay could be from around a second to several tens of seconds and this has to be viewed in the context of the 60s and 10s traffic models that have been accepted for this study.
One way of working using dynamic ACB might be to accept degraded RACH during the transition period, another might be to consider changes to SI change and UE behaviour.  One work around to enable a faster response to overload by ‘delay tolerant’ ACB would be to take SIB2 changes for ‘delay tolerant’ ACB outside of the normal system information change mechanism e.g. as for SIBs 10, 11 and 12, and to require that UEs making a ‘delay tolerant’ access attempt re-acquire SIB 2 before starting the RACH procedure. However, it is suggested that these would be signicant changes to cover what may well be a corner case.
Access class barring for ‘delay tolerant’ access may provide suitable mechanisms for dispersing in time and/or restricting access network load from MTC devices. It has the advantage that it is an extension of existing mechanisms and furthermore; it would provide an additional mechanism for protecting the CN from MTC overload if selective protection of particular network nodes is not required. Implementation would require an additional ACB use case being added to SIB2.
P2:
RAN2 could consider whether introduction of ‘delay tolerant’ access class barring for LTE would fulfil any remaining requirements for access network protection.
2.2
Separate RACH resources for MTC
Separating MTC and non-MTC RACH resources can be achieved either by designating a sub-set of the RACH signatures for MTC (delay tolerant) use in every RACH occasion or by designating different RACH occasions for use by MTC and non-MTC devices. The intention is to avoid MTC device activity from degrading the non-MTC RACH performance and it may also enable the eNB to obtain a better understanding of the source of any overload.

Designating a sub-set of RACH signatures to MTC use in every RACH occasion would reduce the signatures available for non-MTC use making it less able to accommodate non-MTC overload situations. At the same time, it seems likely that only a small number of signatures could be allocated to MTC use resulting in the onset of MTC overload occurring at much lower loading than would be the case if all of the signatures were available for shared use. Furthermore, it is questioned whether use of separate signatures could protect non-MTC access attempts from degradation due to interference.
Designating separate RACH occasions for non-MTC and MTC use should prevent MTC RACH use degrading the RACH performance of non-MTC devices; however, depending on MTC load pattern the MTC resources could be under utilised for much of the time and yet potentially overloaded if the main characteristic of MTC access is a high load burst. It might be questioned whether resources would be better utilised configured as a singke common RACH.

Separate RACH cannot distribute or remove MTC load and therefore a mechanism to enable this may also be needed in which case the gain from partitioning RACH would primarily be the protection of non-MTC RACH use whilst such a mechanism was activated. Implementing RACH partitioning would require changes to system information (broadcast of the MTC RACH configuration). 
2.3
Dynamic allocation of RACH resources
The eNB can reconfigure the RACH resources at any time using the system information change procedure without changes to the specification. As with access class barring this would be subject to the system information change latency. Furthermore, increasing common RACH capacity may not be as effective as removing or distributing load as could be achieved by ACB starting after the same delay. The mechanism cannot remove load.

Adding MTC specific RACH could provide protection to non-MTC access but only after the latency of SI reconfiguration and a better action might be to remove load. It is possible to identify mechanisms to avoid this latency e.g. requiring MTC devices to re-acquire a SIB2, containing RACH information, before attempting each RACH access and taking SIB2 changes in these circumstances outside of the SI change mechanism. However, should such significant changes be implemented, they might be better directed at speeding up activating the ACB mechanism rather than reconfiguring RACH.
2.4 
MTC backoff
MTC specific backoff entails indicating to these devices a larger backoff parameter than that used by non-MTC devices. It could be implemented by extending the RAR to include an MTC (delay tolerant) backoff parameter which would delay a next attempt at RACH for a longer time than the delay applied by non-MTC devices that.receive the RAR.  MTC devices would need to convert the delay parameter into a randomised delay if the load is to be distributed in time.   

In principle, the mechanism could be activated very quickly after overload is detected i.e. within a frame. It should be able to reduce the MTC load on the RACH by distributing MTC load in time but it would not remove (bar) it. However, because the existing RACH procedure does not apply backoff to the first RACH signature used, only subsequent attempts following failure, only a partial reduction can be achieved without a change in UE behaviour for MTC (delay tolerant) UEs. Modifying UE behaviour, for the case of MTC access, so that it searches a RAR window and applies any MTC backoff that is detected before making its first signature use could enable the delay of all MTC access attempts. The eNB would have to judge whether the source of interference was MTC related based on the establishment cause of successful access attempts or apply the backoff speculatively.
The method has the potential to be faster acting than access class barring, but unlike access class barring it cannot remove the load, it can only distribute the load in time. It could be used to reduce load in emergency situations whilst access class barring for delay tolerant access is activated..

2.5
 Slotted access
This mechanism distributes load from MTC devices by requiring that they commence access attempts in time windows defined, for example, by their IMSI within a period of time, which could for example, be linked to the paging cycle. Slotted access could also be implemented at a higher e.g. application layer. To be effective at reducing the impact of a burst of activity such as that indicated in TM2, the distributing effect would need to be several multiples of the burst length, so to be effective in the TM2 case a distribution period of several tens of seconds may be necessary. Possibly a similar effect could be achieved through the use of semi statically configured access class barring which would also offer the additional capability of supporting variable control of the fraction of load that is admitted. 
2.6 
Pull based mechanisms 

Pull based mechanisms are likely to use capabilities that are already in the standards. They do not address dynamic overload control in the access network and are based on functionality that is largely external to RAN2 specifications. 
3
Conclusion
From the results of simulating the behaviour of typical LTE RACH configurations under target traffic models, it appears that the LTE RACH can acconmmodate load quite well except at the upper limits of the test load. Consequently, given that the use of a ‘delay tolerant’ establishment cause and extended wait time in the RRC Connection Reject message has been agreed for Rel-10, it is proposed that the following is considered:-
P1:
RAN2 may wish to consider if any additional features are required to enable the LTE access network to counter overload.

If it is thought necessary to provide additional functionality to protect the access network, then adding access class barring for delay tolerant access would be one way to go. It can distribute load in time or bar load using procedures that are already familiar either semi-statically or dynamically.
P2:
RAN2 could consider whether introduction of ‘delay tolerant’ access class barring would fulfil any remaining requirements for access network protection.

There is a potential difficulty with the use of of ACB dynamically, because the speed of response to sudden events is limited by the system information change latency. This may be too slow to counter a burst of activity that occupies a period as short as, say, 10s. Possibly a period of interruption could be acceptable but if not some additional capability might need to be considered e.g. making delay tolerant access class barring faster acting or including a mechanism such as MTC backoff. 
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