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1. Introduction
At RAN2#72bis meeting, it was agreed to have an email discussion to try to come to agreeable CRs and verify the possibility to converge to a single solution before the next meeting:

[72b#20] UMTS/LTE: MTC CR's [ZTE, VDF]

- 
Related to R2-110612...R2-110615

-
Deliver technically endorseable CRs for both MTC approaches

-
Discuss remaining technical impacts (RAN behaviour on receiving spare cause values, impact on other WG's,....)

-
Attempt to come to compromise solution 
Considering that there are essentially two different aspects to discuss, the chosen approach is to have one single email thread, but to split the email discussion in time in a PART 1 and a PART 2.

PART 1 (‘Stage 3 issues common to all options’) will focus on stabilising the Stage 3 details up to 4th February, with the goal to agree on technical details which are common for both the approaches (e.g. Optional vs. Conditional ‘eWaitTime’, need for new ‘release causes’, etc.), but with no discussions on technical merits of the two different solutions. 
PART 2 (‘Technical impacts of the different options and way forward’) will focus on discussing the technical merits of the two different solutions and possible compromised solutions. This part of the discussion will be kicked-off after 4th Feb.
2. Discussion
2.1. Part 1 - Stage 3 issues common to all options
2.1.1. Issue #1: Release cause

Based on some comments during the RAN2#72bis meeting, one first point for discussion is whether there should be a possibility to signal, in the RRC Connection Release message, a Release cause value other than 'other' (for LTE) and ‘congestion’ (for UMTS).
Some of the possible options are the following:
a) No, 'other' (for LTE) and ‘congestion’ (for UMTS) are enough
b) For UMTS the existing ‘congestion’ cause is enough, but a similar cause should be introduced for LTE (i.e. a new Release cause value 'congestion', or ‘CN congestion’)
c) In addition to Release causes in a) or b), it should be possible to use other existing cause values, e.g. ‘Load Balancing TAU Required’
d) For UMTS a domain specific Release cause value (i.e. CS CN Congestion and PS CN Congestion) should also be introduced (implying that we cannot simply assume that the congestion relates to the domain for which the connection request was sent and that NAS layer will be aware of which domain the timer should apply to). A related issue is that there is only one spare Release cause value in UMTS. Do we need a critical extension to introduce two new Release cause values in UMTS? If we introduce those new causes for UMTS, would it be preferable to also align LTE with a new cause ‘CN Congestion’?
Companies are invited to provide their preferred options (e.g. a, b, c, d or …) and comments (if any) in the table below.  
	Company
	Preferred option

	ZTE 
	Our preference is a) or b). We see no need to use other existing release cause values, nor to introduce domain specific release cause values for UMTS.
Note: with respect to the potential issues mentioned below, when LAU and RAU procedures are initiated in succession, it seems that they would only be possible in case of NMO II and III. But for MTC devices this will not be the typical case. In fact it seems to be already agreed that MTC devices will follow NMO I. See CR 1213 to TS 23.060 (’NMO=I for MTC devices and NMO=II for other mobiles’) agreed at SA#50 in SP-100688 and already reflected in TS 23.060 a20. So we think the scenarios described below will be very unlikely and there should be no need to define a specific solution for them (furthermore it is not very clear what the expected UE behaviour could be in those cases, when receiving a domain specific release cause value)

	III
	Our preference is b). In case of CN congestion, it is better to indicate the reason why the attachment attempt is not admitted. 'other' (for LTE) is ambiguous. We also see no need to use other existing release cause values, nor to introduce domain specific release cause values for UMTS.

	Huawei, HiSilicon
	We slightly prefer b). 
For UMTS, considered that the concurrent CS domain + PS domain connection may never happen for MTC, therefore the domain specific release cause maybe not necessary. This could be further confirmed by companies.

	CATT
	Our preference is a). For UMTS, on the one hand, we think ‘both PS and CS trigger the RRC connection procedure at the same time’ (i.e. race condition) is a rare case; on the other hand, if UE for example has a CS CN domain connection already before the PS CN overload, then after PS CN overload, if it needs to trigger a signaling connection to PS CN domain, the SGSN has the responsibility to handle this case via NAS signaling. So we can think that there is only one signaling connection when the network invokes the RRC connection release procedure. For LTE, if ‘extendedWaitTime’ field is present, it means there is CN overload. According to the analysis, a) is enough. 

	Vodafone
	UMTS: From 23.060 va.2.0 section 6.9.1 we have the following:

" In network mode of operation II and III, whenever an MS determines that it shall perform both an LA update and an RA update:

1.
It shall initiate the LA update and then initiate the RA update, if the MS is in class A mode of operation.

2.
It shall perform the LA update first if the MS is not in class A mode of operation."
CASE 1: Only PS is Congested and UE initiates LAU and RAU in succession

In case of NAS initiating a LAU and a RAU in succession, it is implied that the RRC Connection was established for the CS domain registration. If the PS domain is congested, RNC cannot release the RRC connection at the point it receives the RAU if the CS registration procedure is ongoing. However, after the CS registration procedure is complete, RNC could include an extended wait timer in the RRC Connection Release to indicate that the PS domain is congested.  In our view, it is much simpler to include a domain specific Release cause value in this case.
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What does RNC do?

1. Cannot Release RRC Connection at that point because of 

ongoing CS registration

2. Discard RAU message?

Iu-CS Connection Release
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3. After CS registration procedure is 

complete (this might also mean CS 

registration fails for some reason other 

than congestion), release RRC 

connection and indicate extended wait 

timer.

How will UE 

know for which 

domain the timer 

applies?


CASE 2: CS is congested and UE initiates RAU and LAU in succession

 In this case, the RNC has the option of sending RRC Connection Release immediately after receiving RRC Connection Setup Complete. In the mean time, UE could have initiated a RAU. When NAS receives the extended wait timer , it is arguable whether NAS will readily know the domain for which the wait timer applies. Even if NAS could potentially  deduce the domain, it seems much simpler to indicate the domain for which the timer applies.
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Hence, for UMTS, we prefer option d). 

LTE

For LTE, the presence of the extended wait timer might itself be an indication of the cause of the RRC Connection Release. Hence, a Release cause ‘other’ might be sufficient. We also do not have any strong view on possibility to include other Release causes. Thus we are ok to go with option a) or option d) for LTE.

TO ZTE on MTC NMO: Our understanding is that The "NMO=1 for MTC" is a separate 'option' for the mobile AND the network. Hence, from a RAN2 perspective we should cover the case where the MTC device operates in NMO II also.
To NSN on concurrent CS/PS Registration:  The SCR could possibly be used in this case. However, the important point is that the NAS has to be aware of the domain for which the extended wait timer applies. If the SCR is used, this means we need an extended wait timer in SCR also?

	Ericsson/ST-Ericsson
	Option a) seems to be sufficient:

For LTE, the RRC Connection Release contains a release cause. Current values are: loadBalancingTAUrequired, other, cs-FallbackHighPriority. There is one spare value. Only "loadBalancingTAUrequired" and "cs-FallbackHighPriority" values imply specific UE actions. Hence, "other" could be utilized for "delay tolerant" as no actions are specified. Any actions will be taken in NAS level. 

For HSPA, “congestion” can be used. The value is passed to higher layers so NAS should take care of it. 

	NSN/Nokia
	We pretty much agree with Ericsson/ST-Ericsson. Option a) should be sufficient for both LTE and HSPA.

For both case, new eWaitTime already gives the reason for RRC Connection Release. And this timer value is forwarded to the NAS. So we don’t see a reason to add other release cause value. 

And for the case 1) in Vodafone example, instead of adding using RRC Connection Release, can’t RNC send Signalling Connection Release message when it receives the Initial Direct Transfer (RAU) with eWaitTime as SGSN is congested? 



	Renesas Electronics Europe
	Our preference is a)

	ALU
	As discussed in issue#2 below, the eWaitTimer should not be tied to any cause value; so any cause value can be used but there is no need to define an new additional cause value.  If I understand the options correctly, this corresponds to option c). 

Regarding UMTS, we are open to having a domain indicator if such simultaneous access is considered possible for MTC, Option d) on that aspect.

	Intel
	We slightly prefer D) but would be OK with B).

For LTE, an explicit way of informing UE and upper layer is desirable.

For UMTS, we think domain indication is good to have, in particular if we consider “MTC” may not be a device property but rather an application property in the future. Of course this may not quite be the scope of Rel-10, for which concurrent CS/PS domain access maybe should be first discussed/agreed.

	LGE
	We prefer either a) or b). In our view, if eWaitTime is set in the RRC Connection Release message, release clause could be set to ‘other’ or a new cause such as ‘congestion’ for LTE.

In addition, we support c). In our view, if eWaitTime is not set in the RRC Connection Release message, E-UTRAN should be allowed to set ‘Load Balancing TAU Required’ in the RRC Connection Release message for UEs with delay tolerant indicator as well as normal UEs. i.e. the current UE behavior with ‘Load Balancing TAU Required’ is applied to UEs with delay tolerant indicator as well as normal UEs.

	Samsung
	We prefer option a). We see no need to use in combination with other cause values.

	Pantech
	We also prefer option a). 

For UMTS, the existing ‘congestion’ cause is enough. For LTE, the existing ‘other’ cause can be also reused. 

We think that there is no need to coordinate the AS release cause value with NAS.

	Orange
	We think that there should be a possibility to signal, in the RRC Connection Release message, a Release cause value other than 'other' (for LTE) and ‘congestion’ (for UMTS).The current cause are not sufficient from our point of view.

We think that for LTE we should know exactly that the connection release was caused by network congestion, but maybe it can be deduced by having "other" release cause + extended wait timer as suggested by Vodafone. But on the other hand having "congestion" release cause might be beneficial not only from MTC point of view but for general usage (would help operator for monitoring the network). 

For UMTS, we think that it is nice to have that UE should know for which domain the congestion occurred. 

Looking at the Vodafone's cases, we think that the information for which domain the congestion-triggered connection release occurred is provided by knowing the CN domain contained in the RRC Connection Request msg.

Therefore, we have sympathy with option d) but option b) seems to be sufficient. 

	Deutsche Telekom
	For our understanding, option a) is sufficient. We do not see additional benefit defining new cause value in LTE as UE can take necessary actions when extended wait timer is set.

	NEC
	In our opinion option a or b seems to be sufficient. 

	IDCC
	For LTE, we prefer option (a). We agree with Vodafone, that the presence of eWaitTime would be sufficient indication of the cause of RRC Connection Release, So, we think a Release cause “other” will be sufficient. 

For UMTS, we think option (a) would be sufficient. We believe the issue raised when LAU and RAU procedures are initiated in succession, would not be a typical case for MTC devices. 



	ITRI
	Our preference is a). For LTE, we see no need to use a new release cause value because there is no specific AS behavior in Rel-10 related to this new cause.

	MediaTek
	We prefer a) or b), a unified cause for LTE and UMTS is not necessary but preferable.


Summary of the discussion:

· 11 companies prefer a)

· 3 companies prefer b)

· 4 companies are equally happy with a) or b)

· 1 company prefers d) (with no need for new causes for LTE)
· 2 companies prefer d) but could be ok with b) as well

· 1 company prefers c) but could consider d) as well
In conclusion there seems to be a somewhat clear majority for a). It is then proposed that:

· No new release causes are introduced. When the eWaitTime is set in the RRC Connection Release message the release cause 'other' will be used for LTE and ‘congestion’ for UMTS.

2.1.2. Issue #2: Optional vs. Conditional eWaitTime

Another issue is whether the new ‘extendedWaitTime’ IE in the RRC Connection Release (and possibly in the Reject) message shall be defined as:
a) a conditional IE, optionally set by the network only if the ‘delay tolerant’ indication was present at RRC Connection

b) an optional IE set by the network, passed by the UE to the NAS layer if ‘delay tolerant’ indication was present at RRC Connection

c) an optional IE set by the network, always passed to the NAS layer (and then it is up to the NAS layer to take proper actions) 

Note: 
For options b) and c) the behaviour of Rel-10 UEs not supporting ‘delay tolerant’ indications should be clarified
Companies are invited to provide their preferred options (e.g. a, b, c or …) and comments (if any) in the table below.  
	Company
	Preferred option

	ZTE 
	Our preference is a). It is not clear how network could decide to delay further reattempts for a long time without knowing that the request was for a delay tolerant service.

	III
	Our preference is b). In case of CN congestion, we should let NAS know and prevent NAS from sending next attach attempt within an extended period of time.

	Huawei, HiSilicon
	We prefer a). We consider the support of “extended wait time” should be optional, therefore only the UE that supports “delay tolerant access” need to support the “extended wait time”.

	CATT
	Our preference is a). Once the ‘extendedWaitTime’ field is present, then RRC should pass it to NAS layer given that the field could be decoded. Note that the UE needs not double check whether itself is delay tolerant since we already have this network constraint.

	Vodafone
	We have no strong view on this aspect.  We are fine with a). We agree that with b) and c) we would need to clarify the behaviour for a UE which is not delay tolerant and receiving the extended wait timer.

	Ericsson, ST-Ericsson
	The idea is that the support of the eWaitTime is optional by the NW so that the NW may only send the eWaitTime to those requests which had as an establishment cause “delay tolerant”. Only UEs which can send the “delay tolerant” indicator shall support the eWaitTime. In that sense, all options could work. b) and c) gives more freedom to the network and sensible implementations will not send the timer if the delay tolerant has not been received.  If the NW behaves like that, then the UE does not need to check the establishment cause which was used, and simply the time can be passed to higher layers. So upon sensible NW implementation, we may not need to introduce requirements in the UE. C) would work in that case. 

	NSN/Nokia
	We prefer a). Unless network knows the RRC Connection was requested for delay tolerant service, how can network set eWaitTime? Also from UE point of view, only UE supporting “delay tolerant indicator” should be able to deal with eWaitTime but other UEs do not need to support eWaitTime.

	Renesas Electronics Europe
	We prefer a). Signalling extended wait time when ‘delay tolerant’ was not indicated by the UE would be a network error case.

	ALU
	We don’t see a reason to have additional restrictions or conditions in the specifications (that UE would need to check) before applying this timer.  UE behaviour should only be tied to the eWaitTimer in RAN specifications.  And as agreed, the timer is passed to NAS.  Since eWaitTimer only (as per understanding from the joint meeting) restricts subsequent “delay tolerant” accesses, it has no impact on terminals not supporting “delay tolerant” access.  So we think it is simplest and sufficient to only specify the UE behaviour for the eWaitTImer.  Option c).  

	Intel
	We are OK with a)+c). We do not think a) c) are mutual exclusive. We think the eNB supporting CN overload protection will only set eWaitTime if “delay tolerant” presents. And UE handling thus can be simple, i.e., always pass it to NAS as agreed in the previous joint session. We think eNB sending eWaitTime without receiving “delay tolerant” was not discussed/agreed in RAN2. Therefore it is the eNB behavior, instead of UE behavior, should be first clarified.

	LGE
	We support a). We do not want to have any impact on normal UEs not supporting delay tolerant indicator.

	Samsung
	Option c) is preferred. All of the options would work. But we see no real need to specify a constraint on E-UTRAN. 

	Pantech
	We prefer option c). However, we are not clear that the eWaitTime is also applicable to normal UE. If the eWaitTime is only applicable to delay tolerance UE, option a) and c) can be considered.

	Orange
	Our understanding is that network sends extended wait timer only in the case of having "delay tolerant" indicator in RRC Connection Request. After receiving the extended wait timer, UE should inform NAS about the time it should resist from trying to attach to the network. So, this behavior is described by a mix of options a) + (b or c).

	Deutsche Telekom
	We are fine with a or c. 

Related with eWaitTime: as this timer is sent from AS to NAS always, this is obviously a NAS timer. We would like to understand:

· Why we use RRC procedure for this, we send normally NAS related parameters in a container transparent to AS

· “Wait timer” by name, is RRC timer, to make it clear we prefer to call the timer as NAS Wait timer.

	NEC
	We have same opinion as Samsung and prefer option c. But we don’t see the need to specify any constraint on E-UTRAN.

	IDCC
	We have a slight preference for b), even though would be fine with a).  The least complex solution from the UE side would be a), as the UE would not need to perform an error check.  

However, with a) has the disadvantage of not being future proof.  Even though in R10 this eWaitTime is strictly related to “delay tolerant” behavior, as different MTC features may be considered in the future, this timer may be applied to other groups of UEs.  Restricting the use in the ASN.1 by making the IE Conditional on delay tolerant, may make it difficult to change and/or add conditions in the future, whereas option b) would allow this flexibility by just adding a new cause in the error check in the spec.   

	ITRI
	Our preference is c). We have no need to specify a constraint on E-UTRAN. Note that c) is also workable if only UEs which can send the “delay tolerant” indicator shall support the eWaitTime. 

On the other hand, considering the following scenario: 
Assume that an eNB is requested to reject “mo-data” requests by RRC connection reject message with T302 for some reasons (e.g., to relieve RAN overload). In addition, some CN node asks the eNB to  reject “delay tolerant” requests with the eWaitTime at the same time. 
If the Option 2 described in Session 2.2 is adopted finally, a “delay tolerant” request may indicate its establishment cause is “mo-data”. In this case, it is difficult for the eNB to distinguish the request from normal “mo-data” requests after receiving RRC connection request messages. Hence, if the eNB rejects these requests by RRC connection reject message based on their establishment cause, the eNB fails to reject the “delay tolerant” request with the eWaitTime. If the eNB continues to establish RRC connection for these requests, the eNB fails to reject normal “mo-data” requests with T302. 

With considering the above scenario, it may be a possible solution that the eNB provides the eWaitTime in RRC connection reject message without regard to the request is “delay tolerant” or not. According to this view, Option c) is preferred.

	MediaTek
	We slightly prefer c). We have the same understanding as NEC and Samsung, eWaitTime is handled by NAS, no need to specify anything extra in E-UTRAN, i.e. always pass to NAS is good enough.


 
Summary of the discussion:

· 11 companies prefer a)

· 1 company prefers b)

· 4 companies prefer c)

· 2 companies are equally happy with a) or c)

· 1 company prefers b) but could be ok with a) as well

· 3 companies think that all 3 options would work, with a preference for c)

· (In addition one company suggests to change the IE name (e.g into NAS Wait time) to reflect the fact it is used at NAS layer)

In conclusion there seems to be a clear majority for a). It is then proposed that:

· The ‘extendedWaitTime’ IE is a conditional IE, optionally set by the network only if the ‘delay tolerant’ indication was present at RRC Connection (when received by the UE AS it is then passed to the NAS layer).

2.1.3. Issue #3: Interaction with other features in the RRC Connection Release (LTE only)
One more thing to clarify is the possible interaction in the RRC Connection Release message of the ‘extendedWaitTime’ IE with other features, in the LTE case.
Some of the possible options are the following:

a) No restriction to the network and UE behaviour (e.g. it shall be possible to include both the ‘extendedWaitTime’ IE and redirection information in the RRC Connection Release message, and the UE shall take corresponding actions before passing the extendedWaitTime to the NAS layer)

b) Specify UE behaviour in a way that the UE shall ignore all other possible IEs received in the RRC Connection Release message, if the ‘extendedWaitTime’ IE is received

c) Indicate that the network shall not (or should not) include other IEs (e.g. redirection information) when sending the ‘extendedWaitTime’ IE in the RRC Connection Release message, but without restricting the UE behaviour (i.e. should E-UTRAN include some legacy fields anyhow, the UE would handle them as specified in REL-8/9)
 Note: for UMTS a similar problem could exist in the RRC Connection Reject message, but we already decided to avoid the problem by mandating that the legacy ‘Wait Time’ IE shall be set to ‘0’ (so for instance no repetition in other frequency or RAT is allowed) if the ‘extendedWaitTime’ IE is included in the RRC Connection Reject message. And in the description of the UE behavior it is clarified that the UE shall consider the ‘extendedWaitTime’ IE only when the legacy ‘Wait Time’ IE is set to ‘0’.
Companies are invited to provide their preferred options (e.g. a, b, c or …) and comments (if any) in the table below.  
	Company
	Preferred option

	ZTE 
	We see no need to indicate other IEs in the RRC Connection Release message, if the ‘extendedWaitTime’ IE is included. The safest option seems to be b), but we are ok with c) as well.

	III
	Our preference is c), and use the “shall not”. If additional IEs are included, UE shall act as specified in REL-8/9.

	Huawei, HiSilicon
	We prefer b). It is beneficial to clearly specify the UE behaviors.

	CATT
	We share III’s understanding, but not sure if this needs specified. While ‘extendedWaitTime’ field is present, the eNB hasn’t setup S1 signalling connection thus could not know how to configure redirection/dedicated priority information without UE context. We think this is obvious and see no need to over specify here. 

	Vodafone
	In principle, there is no point of network moving UE to another RAT when sending the RRC Connection Release since the intention of handling the timer at NAS is to prohibit access to that domain whichever RAT (supporting that domain) UE is accessing. Hence, we are ok with b) or c).  b) seems preferable  to avoid  unnecessary error handling in the UE for a network which is not compliant.

	Ericsson, ST-Ericsson
	We agree with Vodafone that it makes no sense to use combinations of the IEs together with the extended wait time. Since the IEs which provide extra functionality in the release message are optional, it is up to the network to include them. Again, a sensible NW implementation will not include IEs which do not need to include and, therefore, the UE will not do anything unexpected. Option c) could be acceptable including some signaling restriction in ASN.1 by a condition or field description while keeping the IE as optional. 

	NSN/Nokia
	We prefer c). We also don’t see the use case for network to signal both eWaitTime and redirection information in the same RRC Connection Release message. For c) , we also think the restricting parameter combination by ASN.1 is a good solution. (adding condition so that redirection information and eWaitTime cannot be included in the RRC Connection Release message at the same time) so that UE does not require any special behavior depending on the existence of one IE.

	Renesas Electronics Europe
	Our preference is c). We agree that a requirement to send other IEs with extended wait time seems to be quite unlikely. While networks could be expected not to send additional IEs, option c) clarifies this for the UE.

	ALU
	Since there is no identified use case for combination of IEs, it is not necessary to specify a UE behaviour for the combinations;  UE behaviour can remain unspecified.  Network restrictions can be captured by means of a NOTE or descriptive text to simplify testing.

	Intel
	We prefer C). while b) may also work, we think the sensible eNB design should avoid sending other IE, as we do not see such use case. C) would make UE handling simple.

	LGE
	We support c). We think that the case that both eWaitTime and redirection are used in the RRC Connection Release is not so needed. In our view, the network shall not include other IEs (e.g. redirection information) when sending the ‘extendedWaitTime’ IE in the RRC Connection Release message. We prefer not to restrict the UE behavior.

	Samsung
	We prefer option a). We don’t think we should specify UE requirements (i.e. that it shall ignore other fields) for a case the network should not use. For eNB side, the sensible eNB implementation would avoid including redirection and EWT IEs in a message.

	Pantech
	We prefer option c). eWaitTime does not need to be used with redirection.  And, the UE behavior should not be restricted. 

	Orange
	Our preference is option b) in order to avoid "backward compatibility" problems with non compliant network. Option c) is acceptable.

	Deutsche Telekom
	We think a reasonable network implementation would set the RRC information in a reasonable way. But if 3GPP wants to restrict the behavior than option c is acceptable. 

	NEC
	We have slight preference for option c if there is really a need to specify something.

	IDCC
	We prefer (a). We agree with Samsung that this would be a case of network mis-configuration, and we should not specify UE requirements for this case.



	ITRI
	Our preference is a), but we have no strong opinion on this issue.

	MediaTek
	We slightly prefer b) and c), but do not see a problem is if nothing is specified, it is enough to rely on sensible NW implementation.


Summary of the discussion:

· 3 companies prefer a)

· 3 company prefers b)

· 13 companies prefer c) (some of them suggesting to include some restriction in ASN.1)
· 3 companies are equally happy with b) or c)

So there seems to be a clear majority for c). It is then proposed to:

· Indicate that the network should not include other IEs (e.g. idleModeMobilityControlInfo) when sending the ‘extendedWaitTime’ IE in the RRC Connection Release message (also adding some restriction in ASN.1), without restricting the UE behaviour (i.e. should E-UTRAN include some legacy fields anyhow, the UE would handle them as specified in REL-8/9)
2.2. Part 2 - Technical impacts of the different options and way forward
The main scope of this part of the discussion is to evaluate the technical impacts of the following two options for providing the ‘Delay Tolerant Indicator’ and identify possible compromised solutions

1. Establishment cause ‘Delay Tolerant Access’ in RRC Connection Request (use of a spare)

2. New ‘Delay Tolerant Indication’ IE in RRC Connection Setup Complete

2.2.1. Issue #1: Legacy network handling of the new indication/cause value
With Option 1) there is a possibility that a network implementation can reject an RRC Connection Request with a ‘spare’ establishment cause.

With Option 2) the ASN.1 extension mechanism would ensure that the new IE is ignored by a legacy network

Companies are invited to provide their comments in the table below.
	Company
	Comments

	Vodafone
	We have done some further investigations about any precedence of

networks not behaving as they should with regards to spare values. Back

in 2002, there was an issue raised by Nokia about legacy networks

rejecting Ues indicating a later release e.g. R'97 network rejecting

R'99 Ues and this had to be fixed (please refer to GP-021695). 

One action that came out of this discussion was that a CR was raised on

TS 04.08 (please refer to N1-022353) which removed any ambiguity about the

possible interpretation of spare values. However, no such description is

available in our specifications to avoid misinterpretation. 

Thus we believe that it is a legitimate request for us to insist that

handling of spare values is made clear in the specifications or . If this is

addressed, then we cannot accept option 1. We are ready though to compromise on one of options 3a,3b or 3c.  

In reply to ZTE’s comments:

We would like to clarify the misconception/ misunderstanding from ZTE that somehow one operator wants to hide the MTC nature of devices from another operator. We have to remember that the roaming is based on some roaming agreement between operators and even in the case of MTC devices, all operators would benefit from allowing some of their devices to roam on another operator’s network just to make up the lack of coverage. 

The issue we are trying to resolve is NOT because of support of MTC devices . This is a more general problem caused by a network wrongly handling a spare establishment cause. We will be bringing a separate contribution at the next meeting to treat this issue independently of the MTC discussions. 



	ZTE
	In our understanding we should first reach a common agreement on the desired behaviour if a MTC device performs an access request in a pre-Rel-10 network:

- It is clear that some operators would like the legacy network to establish the connection as if the request were coming from a normal UE, without knowing that it actually comes from a MTC device (e.g. without knowing it is one of many others which might come in a short time and potentially overload the CN of such legacy network...). According to this view, the WI would allow operators to deploy MTC services in their own network (with the needed mechanisms to protect their own network from potential CN overload) and at the same time - without the need for further agreements - implicitly mandate the legacy networks of partner operators to serve roaming MTC devices, without knowing their MTC nature (which also means: with no possibility to control potential CN overload due to such roaming MTC devices). 

- But we have the feeling that some other operators might have a different view: they might not want their legacy network to be forced to serve requests from roaming MTC devices (and potentially experience CN overload) without knowing, as it would happen with Option 2: a legacy network would receive a known Establishment Cause value and accept a call; then it would not read the new indicator in the RRC Connection Setup Complete message and it would never know the true nature of the request.
Our view is that the only way to really solve the issue with roaming MTC devices in partner networks is to ask partner operators to upgrade to Rel-10 (for this specific feature). In this case, Issue#1 does not require a solution including the indicator in the RRC Connection Setup Complete message. 

	Huawei, HiSilicon
	We think Vodafone’s concern is reasonable.

	Samsung
	We still believe that sensible eNB implementation would not discard the whole message with unknown spare value and might have default behaviour for that. We did not specify an E-UTRAN behaviour w.r.t. extensions in RRC, but if the legacy issue is such big concern for some operators, we can consider introducing short note for eNB behaviour. The note should not restrict eNB implementation too much. E.g., it can be like as follows: “The eNB should not discard the whole message with unknown spare values.”

	NEC
	We also share the understanding that Vodafone concern is reasonable.

	Intel
	In general we agree with Vodafone’s statement. It is desirable to allow early-stage MTC usage in a legacy network. And deployment should consider the fact that legacy network does not have enough protection mechanism and the scale of the deployment should be carefully planned, which seems reasonable for initial adoption. 

	CATT
	For handling of ‘spare’ value, it is better not to restrict network behaviors. It is possible for the network to reject the UE access and also to admit the access. E.g. the network may reject while the network is overload, the network may allow the spare access while it is not overload.

	ITRI
	We agree with Vodafone’s view. This is the key reason we support Option 2).

	DT
	We generally agree with ZTE.

If RRC connecetion complete is used and roamed network is not updated to Rel10, in this case the roamed etwork will not understand the "low prio" cause value". 
This means, the solution developed in this WI will not function again (protect CN from overload because of low prio connections) and all WI work is for nothing. 
So the MNO must update his network and inform his roaming partners that romaing partner must be updated to Rel10 too before shifting huge amount of machines to other network creating low priority traffic.

We can not see how 3GPP can help here.

	Renesas Electronics Europe
	We think that having to always use release to remove delay tolerant requests instead of being able to use reject would be inefficient and best avoided if possible i.e. option 1 seems preferable. 

It seems likely that it is UMTS rather than LTE networks that cannot accommodate new establishment cause values, however if these networks are accommodated by enabling a continued use of existing establishment cause values, they will not be able to protect the core network from overload and so updating could be required eventually.

For UMTS, a potential mechanism, allowing use of the reject mechanism whilst avoiding using a new establishment cause would be to indicate ‘delay tolerant’ via a new IE in the RRC Connection Request message i.e.as is proposed for compromise solution 3b.  For LTE, including a new IE in the request message is potentially more difficult and so use of establishment cause in this RAT i.e. option 1 could be used. 

	NSN/Nokia
	We believe that sensible eNB implementation should not reject the whole RRC message due to the known spare value in the Establishment Cause. This is not only MTC issue but this will cause a problem whenever the spare values are used in the future. Besides, there are a few cases where network has to deal with unknown value in the UL message. For instance if Rel-9 network receives “rel10” AccessStratumRelease, it should handle somehow instead of rejecting whole UE capability. Thus this type of behavior is nothing new to the network. Especially for LTE, it is very early phase of deployment, we don’t see any legacy issue.

	Telecom Italia
	We think that aligning/changing the legacy network implementation is an acceptable solution for Option 1, also for roaming agreements.

	Ericsson, ST-Ericsson
	We consider the potential legacy problem with using spare code points in Establishment cause as a clear network node implementation error. For EUTRA, this should not be a problem in practice. For UTRA, although not our preference, a possible solution is to introduce a new IE, i.e. solution 3b.

Nevertheless, we are open to discuss the handling of the spare values. Any agreeable text should still provide some room for the network to be able to have different implementations

	Motorola Solutions
	Since it is not specified how eNB implementations handle spare establishment cause values, there may be inconsistent behaviour across eNB implementations (in non-overload as well as overload situations).  If this is considered a problem, then RAN2 should add needed clarifications to the RRC spec.

	ASUSTeK
	We think the spare value of establishment cause should be able to be used. If legacy network behavior is really a concern, option 3c can be used as a compromise to resolve the concern.

	Pantech
	We also think that the spare value handling should be clearly identified. It is not clear that we can believe this can be solved by eNB implementation.  

	InterDigital
	We also think the Vodafone concern is reasonable. Even if the specifications are updated to clarify the handling of spare value, only network that are performing this update will benefit from the explanation.  Legacy networks that are not upgraded will not be aware of this behaviour, and hence there is still a possibility that the connection is always rejected (depending on network implementation)  

So, we think Option 2) is preferable, but if we’re also OK with option 3a) or 3b).


Summary of discussions:

9 companies indicated a concern regarding the handling of spare establishment cause values in legacy networks. However, 7 other companies had the view that this issue could be addressed by fixing the legacy network implementation. One company indicated that the issue for UMTS can be resolved by using an IE rather than an establishment cause.
2.2.2. Issue #2: Radio resource usage 

With Option 1) The RRC Connection Request is rejected without the eNB/RNC having to reserve resources for the connection.

With Option 2) The eNB/RNC will unnecessarily reserve radio and hardware resources for a connection and then have to tear it down when it receives RRC Connection Setup Complete.

Companies are invited to provide their comments in the table below.
	Company
	Comments

	Vodafone
	In our view, the CN would be overloaded well before any RAN node becomes overloaded. Hence, even though the RRC Connection Release mechanism appears ‘expensive’ for radio resources, it should not cause an overload situation on the RAN. However, we agree that if radio resources can be saved, it is always beneficial to do so and we are ready to consider option  3a,3b or 3c below if all our other concerns are addressed. 

	ZTE
	Waste of radio resources (and also potential waste of processing power) is one of our major concerns in this discussion. 

CN overload might happen before or after RAN node overload depending on the scenario, but for sure approaches wasting radio resources will increase the RAN load and the risk of congestion (and then the need to find possible countermeasures). 

Considering this, we do not favour any of the options (i.e. 2 and 3a) mandating the establishment and then the immediate release of RRC Connections.

	Huawei, HiSilicon
	We understand and acknowledge that option 1) could avoid setting up unnecessary RRC connections in some scenarios when CN is overloaded. However. this issue could be handled in further release within the scope of RAN overload control, e.g. define a new Establishment Cause value - ‘low priority access’, therefore RAN could reject a particular MTC access at an earlier opportunity.

	Samsung
	No doubt that option 1 uses less radio resource in typical cases.

	NEC
	In our view, we are trying to solve CN overload and we also acknowledge that radio resource usage is important to discuss but probably this could be left to future releases.

	ALU
	It is of course generally desirable to release the connection early where possible.  In LTE, there are a couple of issues 1) CN id is only available in setup complete 2) Connection request has a size constraint.  So we think information in RRC connection request should be used primarily for RAN purposes and Connection setup complete is the right approach for CN related issues (like CN overload).  There is no reservation of SRB resources in LTE and depending on implementation, the additional resource is two additional messages over a shared channel. Since RAN is not overloaded for this case, we don’t this as an issue.  

UMTS is a bit different.  All information related to CN id is available RRC connection request.  Further there is not as much of a size constraint with RRC connection request.  The RNC/NB architecture means that there is more effort needed for connection establishment.

	Intel
	The WI is focused on CN protection, for which the requirement should be first satisfied.

Meanwhile, we acknowledge that it is good to have certain RAN overload protection. However our observation is that RACH overloading would probably first bottleneck the access, if RAN is indeed overloaded. The issue on wasted radio resource due to subsequent RRC messages is thus a secondary concern and may not be critical at this point.

	CATT
	For LTE, from our understanding, it is more possible for random access procedure (e.g. msg1 and msg3) to cause RAN network congestion. From this point of view, there is not much difference between option 1 and option 2.

Even for option 1, if the overload control is for per MME for delay tolerant case, for some use cases, the eNB still needs the COMPLETE message to make the admission decision, e.g. the network will make the final decision after it receives registered MMEC in complete message.

Assume one eNB has connections with two MMEs (MMEa and MMEb). If the eNB receives OVERLOAD START message from MMEa, how the eNB consider the CN overload situation? Only MMEa is overload or both MMEs are overload? If only MMEa is overload, but MMEb could be accessed, then if the eNB could not acquire MMEC information from request message, then it may need to wait for complete message to make the final decision.

So, option 1 has no outstanding benefit at radio resource usage aspect.

	ITRI
	We agree with Huawei’s view. Saving radio resource usage is not really important for CN overload.

	Deutsche Telekom
	We see some merits of using connection request message like early rejection of connections and eventual benefits against RAN overload. Even if RAN overload is not the main target, if a solution helps us to prevent possible RAN overload too, it can be preferable.

Concerning connection request message size, throughout discussions , we understood that both in LTE and UMTS there are spare values which could be still used without changing the message size.

Even if some cases the NW has to wait for complete message to identify if the connection is targeting the overloaded node (LTE, MME overload) for other cases network can make use of early rejection if  connection request message is used.

	Renesas Electronics Europe
	The reduced RRC overhead and the reduction in lost radio resources resulting from adoption of option 1 should not be given up unless it is really necessary.

	NSN/Nokia
	Typically overload comes first to RAN node than CN node. CN nodes have even pool concept to mitigate overload situation. Even though for some reason, for this MTC discussion, CN overload was considered first, there is absolutely no reason to waste RAN resources if they can be saved. And it is would be really odd thinking that now we have one bit in the complete message in Rel-10 for CN overload and another bit in request message for RAN overload in Rel-11 as we all know indication in the Request message can solve both RAN overload and CN overload. 

	Telecom Italia
	Even if the focus of the WI is on the network overload, a solution able to take care of both network and RAN overload has to be preferred. Option 2 can cause some waste of resources if a rejection happens after the RRC Connection Setup Complete, hence contributing to a RAN overload. On the contrary, Option 1 is able to save such resources.

	Ericsson, ST-Ericsson
	It is clear that option 1 will consume fewer resources. Radio resources consumption comes for a cost to the network, and this cost cannot be neglected. It is also a fact that RAN also suffers overload situations from time to time. The exhaustion of resources will impact new RRC request and possibly current connections which may end up being release or rejected if the network cannot serve them. These rejections will impact any access from high priority access to low priority access. 

Being able to “reject” delay tolerant access only in the release will definitely create a problem in the RAN as explained above. It is then desirable to be able to reject accesses with the Reject message.Radio-efficient solution should not be compromised, without real reasons.  

	Motorola Solutions
	Option 1 enables more efficient usage of radio resources, in many cases. 

	ASUSTeK
	We agree with ZTE’s comment.

	Pantech
	Actually,  we are not clear that the CN overload case would be brought to RAN overload case. We think that if RAN have enough radio resource, RRC connection can be setup. The overload status can be changed and sometime, the selection of accuracy MME is possible after receiving RRC connection setup.

	InterDigital
	We agree that it would be beneficial and more efficient to avoid additional radio resource allocation only to release them subsequently; however there can be other mechanisms that can be used help in the RAN overload due to resource allocation. In addition, we don’t think there is a significant difference in the two options in case the network has to wait for the RRC Connection Complete to determine the core network id to determine CN overload condition. 


Summary of Discussions:

8 Companies had a major concern about option 2 not making efficient use of radio resources, 5 companies indicated that it is desirable to have a solution that saves radio resources but don’t think option 2 will create bottleneck in RAN and 5 companies did not see radio resource usage of option 2 as an issue. 
2.2.3. Issue #3: RRC Connection Request message size limitation (LTE specific)
With Option 1), since there are only 3 spare values for the establishment cause, there are concerns about using one spare value for a specific group of devices and the future proofness of the approach if we would like to introduce differentiation among further groups of devices/applications.

With Option 2) the RRC Connection Setup Complete is less size critical and can be more readily extended in the future to indicate other groups of devices/applications.

Companies are invited to provide their comments in the table below.
	Company
	Comments

	Vodafone
	Our concern is that we might quickly run out of establishment causes, especially considering the possibility in the future to have other groups of devices e.g. low mobility or low power consumption etc. Will we then use indicators in complete? In this sense it is preferable to also have the delay tolerant indicator in complete (At least for LTE).

In reply to ZTE’s comments:

In our view, ‘delay tolerant’ is just a subset of ‘low priority’ and one characteristic of delay tolerant devices which makes them not only ‘low priority’ devices is that they can be delayed for a long period of time. In principle, we can have a low priority device which is not delay tolerant and hence we cannot use the establishment cause for those low priority devices. Thus, we think that if we are to introduce an establishment cause, it should probably be a more general ‘low priority access’ cause which can be used by delay tolerant devices and also other non delay tolerant devices. However, the action from the network should only be to treat those devices with the lowest priority and not delay them by a long wait time. For that purpose a separate delay tolerant indicator is more appropriate. 

	ZTE
	In our understanding, the main goal of the Establishment Cause is to provide information to the network about the relative priority of the access requests. The network can then prioritize access for Emergency Calls, High Priority Access, etc. over other request types, especially in case of limitation of resources. 
A ‘Delay Tolerant’ characteristic (providing a new relative priority indication, since ‘delay tolerant’ access requests imply that they can be de-prioritized with respect to any of the other existing request types) is then a perfect candidate for the redefinition of one of the 3 spare values. In other words, what should we preserve the spare values for, if not for a new relative priority indication?
If in the future new indicators will be needed to further characterize MTC devices (or MTC applications), not dealing with the initial access priority but with the subsequent handling of resources, such as ‘low mobility’ or ‘low power consumption’, they can happily be included in the RRC Connection Setup Complete message (with or without the Establishment Cause set to ‘Delay Tolerant Access’, depending on the actual access priority of such future MTC devices/applications).
---

Additional comment regarding the assumption from some companies that ‘delay tolerant’ is not equivalent to ‘low priority’, and that there can be a low priority access which is not delay tolerant:
In our understanding, this assumption does not derive from any current SA1/SA2 decisions. In current SA2 specs, ‘low access priority’ is used to refer to traffic which is tolerant to delays.  For instance, in TS 23.401-a20, it is indicated that “When a UE is configured for low access priority, then the UE may be subject for longer backoff timers at overload and consequently need to be designed to be tolerant to delays when accessing the network”. So ‘delay tolerant’ and ‘low priority’ are synonyms in this respect. And also in other groups (e.g. CT4) a ‘Low Access Priority indication’ is used to identify such delay tolerant devices/applications.
Considering this (i.e. that other groups can happily live with ‘low access priority’ to refer to delay tolerant traffic), we believe it was a bit unfortunate that we decided to rename ‘low priority’ into ‘delay tolerant’ (in RAN2 specs only). We would have much preferred to stick to the terminology used in other groups (also to avoid the ongoing discussion), and we considered the term ‘delay tolerant’ as acceptable only under the assumption that this is equivalent to ‘low priority’. We think this equivalence should be reconfirmed, otherwise we should probably reopen the discussion on the terminology and go back to ‘low (access) priority’ to re-align to other groups.

Note that, as stated elsewhere, we are not against the future introduction of different levels of ‘low priority’ (or ‘delay tolerance’), if this will be needed. What we think we should not have is the case of a ‘low priority access which is not delay tolerant’ (which for instance will lead to the confusing situation where a ‘low access priority’ indication will be used in RRC signalling, but the current ‘Low Access Priority indication’ cannot be used in the CN interfaces to characterize the same traffic).

	Huawei, HiSilicon
	We share the same understanding with Vodafone, ‘delay tolerant type access’ ≠ ‘low priority access’, that means we can have a low priority access which is not delay tolerant. Hence, it seems not be a good idea to have the ‘delay tolerant indicator’ as a new Establishment Cause, because it is not quite aligned with the existing Establishment Causes (emergency calls, high priority access, etc) which were mainly defined from the perspective of relative priority. Instead, it is natural to consider the ‘delay tolerant indicator’ as a member of a group of MTC characteristics (to be extended in future releases). It is apparently for LTE the group of MTC characteristics should be included in the complete message given the request message is severely size limited.

	Samsung
	We don’t think the name of the cause/indication is such an important issue. (Once it was MTC indication, and low priority indication. But now it is more specific delay tolerant cause/indication.) We should remember that the indication was introduced to help the network rejecting (with extended wait timer) the access that can be delayed when the CN is overloaded. Any name that fits with the purpose (rejection with delay) would be ok.
Also even if we use the ‘delay tolerant’ cause in connection request, it is still allowed for the ‘low priority’ devices to use different establishment causes. E.g., if a ‘low priority’ device needs to trigger an emergency call maybe in release-11, it can use emergency cause.

If additional indications are required and agreed for the future releases, the new indications can be included in the connection setup complete message with or without the establishment cause set to ‘Delay Tolerant’ as ZTE pointed out.

	ALU
	RRC connection request has a size constraint.  It should be reserved to carry information that cannot wait for connection complete.  Information related to CN access can wait and should be carried in Setup complete.  This is the principle that was followed for the current split of NAS related information today (such as S-TMSI and GUMMEI).

	Intel
	We agree with Vodafone and Huawei.

In addition, in our view, the notion of “delay tolerant” is not quite qualified as an EstablishmentCasue. For example, the existing EstablishmentCause is tightly coupled with AC. In Rel-10, it is expected there is no special AC defined for MTC purpose, and existing regular AC 0~9 would be used. Thus “delay tolerant” should be used in combination with existing mo-signaling, or mo-data. Therefore the concern on size limitation is not only about whether there is enough spares for adding 1 bit, it is more about how this 1 bit should be added (new IE vs. new cause).

	CATT
	We share Vodafone and Huawei’s view. Low priority does not mean delay tolerant, it also could include non delay tolerant case. If it is more possible in future to introduce more MTC related indicators, we think it is better to use complete message as it has good extension.

	ITRI
	For potential enhancements in future releases,  Option 2) is more forward-compatible.

	Deutsche Telekom
	Concerning the question :  “there are concerns about using one spare value for a specific group of devices and the future proofness of the approach if we would like to introduce differentiation among further groups of devices/applications.“

Using one of the spare values for  “delay tolerant” as cause value, does NOT mean mapping is done to a specific device, as “delay tolerant” is not a device specific feature and can be used by other devices.

As using spare value does not change the message size, we do not have concerns about message size constraint.


	III
	We share Samsung’s view. If additional indications are required and agreed for the future releases, the new indications can be included in the connection setup complete message with or without the establishment cause set to ‘Delay Tolerant’.

	Renesas Electronics Europe
	It seems acceptable to use one spare code point to address the R-10 CN overload problem. Currently there is no clear indication that further subdivision of MTC devices would be required for the purpose on CN overload control or RAN overload control, consequently, for R-10, it seems insufficient justification to adopt a relatively inefficient solution, from an RRC perspective just in case. 

	NSN/Nokia
	We pretty much share the view with Samsung. It is worth to introduce a new establishmentCause value only if network has to treat the UE differently during the network congestion. Thus we don’t know how many different handling is expected from network in congestion situation. But if network is all the time congested and cannot accept RRC Connection Request all the time, capacity of RAN node should be enhanced instead of trying to find different way of rejecting the RRC Connection Request. Besides, if we are not sure about the requirement, we should not agree on solution in Rel-10 but should wait until SA1 finalizes the requirement first.

	Telecom Italia
	We agree with Deutsche Telekom.

	Ericsson, ST-Ericsson
	We think that it is more sensible to start doing things from a more general level than going to a specific characteristic. From that point of view, it also makes more sense to introduce an indicator (establishment cause) as early as possible and later on, in Rel-11 if needed, we can change the complete message to introduce any characteristic which we think is relevant.

We do not think that the naming is a good reason to motivate where to place the cause value. It could be easily changed back to “low priority”. We do not see it as a major issue despite we can agree, as many others, that “delay tolerant” is a concrete application characteristic.

Using one of the spare values in the Establishment cause to indicate “delay tolerant” (or , rather “low priority access”) is in our view well-motivated and acceptable for CN overload protection. And we do not find any reason why this would not be feasible also for RAN overload control mechanism.

	Motorola Solutions
	We have a similar view as ZTE.  If in the future, we decide to add additional differentiation between “delay tolerant” devices/applications (e.g. different “levels” of delay tolerance), we think this can always be added to the RRC Connection Setup Complete.  This would mean that in future releases, there may be additional cases where the eNB must wait for the Complete before determining whether to deprioritize, but we expect that there should always be many cases where the determination can still be made from the Request. 

	ASUSTeK
	Currently we don’t see a concern to use a spare value for this case. If we need more extension in the future, it can then be considered to be included in Connection Setup Complete. Or there is still one spare bit left in Connection Request which can be utilized.

	LG 
	We also think that various types of MTC devices/applications can be indicated during RRC Connection Establishment in the future. Thus, it seems to be better to use the RRC Connection Setup Complete message which is less size critical. 

	Pantech
	We agree that the size limitation can be a problem for future extension. However, additional cause or indication for the future feature should be carefully considered for this discussion.

	InterDigital
	  We also share the concern of the strict constraints on the RRCConnectionRequest message size.   However, if the modification s require no extension or minimal extension to the RRC Connection request message, it would be beneficial for the system and the UE to include the indication at the initial request message.

Any future ‘MTC causes’ can be re-discussed at a later stage and should not define the solutions we adopt in R10.     If SA1 mandates RAN2 to add more indicators in the future for e.g. Mobile originated only, low power consumption, etc.  it will be simpler to address this by adding a new IE in RRCConnection Setup Complete as part of the next releases.


Summary of Discussions:

11 Companies indicated that the size constraint is not an issue and extensions in future releases could be done using RRC Connection Setup Complete. However, 8 companies disagreed with this opinion and indicated their concerns about the size limitation. 
2.2.4. Issue #4: Potential duplication of functionality
With Option 1) the establishment cause can also be used for RAN overload control in a future release if we decide to deprioritise access for delay tolerant devices/applications.

With Option 2) if an establishment cause is introduced in a future release for RAN overload control, then the mechanism relying on the IE in RRC Connection Setup complete might be redundant.

Companies are invited to provide their comments in the table below.
	Company
	Comments

	Vodafone
	We are not convinced about duplication of functionality. The Release 10 feature is for CN overload control of delay tolerant access. If in a later release we introduce a mechanism for RAN overload control it is likely that we do it for a more general group of devices than just ‘delay tolerant type access’ e.g. low priority access devices/ applications. Hence, we cannot turn the RAN overload control mechanism on if we only want to protect the CN for a sub category of low priority devices i.e. delay tolerant devices. Hence, we should not talk about duplication of functionality. 

---
In reply to ZTE’s comments:

As explained above, not all low priority devices are delay tolerant and hence, we cannot rely on this establishment cause for those devices.  

	ZTE
	For us the duplication of functionality is quite clear. If companies already foresee the future need for a new Establishment Cause value to be able to perform RAN overload control, in our understanding this reinforces the proposal to have a new Establishment Cause value right now in Rel-10. Once we have a new ‘Delay Tolerant Access’ Establishment Cause, this can be used to trigger CN overload protection mechanisms in Rel-10, and to trigger CN overload and/or RAN overload protection mechanisms in future releases, with no need for further changes.

Note: If the comment above is on potentially different levels of ‘delay tolerance’ of different ‘delay tolerant’ MTC devices in the future (e.g. if there will be a well-justified need to introduce an ‘Ultra Delay Tolerant Access’ indication in future releases) this can be done  defining a further Establishment Cause value.

	Huawei, HiSilicon
	We don’t see the duplication of functionality. The point is that ‘delay tolerant type access’ ≠ ‘low priority access’, as explained above in issue #3. In further release for the purpose of RAN overload control, it is possible to have a new Establishment Cause value - ‘low priority access’, however anyway this will not be duplicated with the ‘delay tolerant indicator’ in Rel-10 which is only for CN overload control.

	Samsung
	RAN congestion can be controlled in multiple ways. E.g., ACB can be used to block excessive accesses in advance if congestion is (expected) high. Also, eNB can reject connection request individually if congestion is not too high, and the eNB prefers to discard a specific request first.

As pointed out in issue #3, the delay tolerant cause/indication was introduced to help the network rejecting the access that can be delayed when the CN is overloaded. We believe this kind of accesses would be the first group of accesses that can be rejected when RAN is overloaded. So there seems some overlap.
The non-delay tolerant access from a low priority device can be released after the network checks that it is from low priority device (by initial UE context setup in current procedure) when RAN is congested but the congestion is not too high.

	ALU
	There is no “duplication” of functionality – they both serve different purpose and can/should be used in conjunction to complement each other if required.

	Intel
	We think there is no conclusion on the RAN overload control yet. And RAN overload control may or may not go with the RRCConnectionRequest/RRCConnectionReject approach. Even if RRCConnectionReject is to be used for RAN overload control in the future, it may not be based on the classification of “delay tolerant”. Therefore, either way, we do not see duplications in the functionality.

	CATT
	In order to protect RAN overload, we think ACB mechanism is better than other solutions. It is not definitely to define a new establishment cause. And as the above we indicated, even low priority will be introduced, it has larger scope than delay tolerant. So we think the redundant doesn’t exist.

	Deutsche Telekom
	For Ran overload ACB based solutions can be considered too. But we can still “early” reject users by using connection request message wherever possible. 

	Renesas Electronics Europe
	The current work addresses CN overload and the exact form that access network overload protection will take is not known, however, being able to use the reject mechanism for CN overload protection makes it potentially more capable of adaptation to RAN overload control than does a mechanism based on release.

	NSN/Nokia
	We already added our answer to this question under 2.2.2. Having delay tolerant indicator in RRC Connection Complete message in Rel-10 and the same indicator in the RRC Connection Request message in Rel-11 should be avoided.

	Telecom Italia
	A single solution approach is preferable and the indication in the RRC connection Request seems to be able to handle both core network and RAN overload.

	Ericsson, ST-Ericsson
	In principle, we should avoid duplication. Hence, we should aim to have technical solutions in such as way that we can build the specifications without creating unnecessary redundancies. We consider it essential that we choose a solution for CN overload control that is feasible also for RAN overload control.

Yet, an issue of introducing in Rel-10 an indicator in the complete is that the network will need to wait for the complete always since, at that point, the network does not know which release the UE is. Hence, the reject mechanism may lose its functionality and usability.

	Motorola Solutions
	For RAN overload, we think having the ability to reject delay tolerant connection requests is a useful tool for “reactive” radio congestion control.  It does not preclude other mechanisms for RAN overload from being considered in R11 and beyond, such as ACB.

	ASUSTeK
	We think there are possibly other solutions for RAN overload. So it should be considered separately and can be further studied what is the best way forward.

	LG
	If the same mechanism can be used for handling both CN overload and RAN overload, it would be great. However, as some companies mentioned, only one cause i.e. delay tolerant type access cannot cover various types of MTC devices/applications that may cause RAN to be overloaded. Thus, anyway, we would need different mechanisms for RAN overload than what we will agree for CN overload. 

	Pantech
	We believe that the ACB can be a candidate solution for RAN overload. At this moment, the CN overload solution can be handled differently.

	InterDigital
	We are not too concerned about duplication of functionality in the future.  The RAN overload (e.g. ACB) mechanisms will protect from cell overloading, whereas the establishment cause can potentially be used for both cell (e.g. lack of resources) or CN overload.    This is in line with legacy procedures, where establishment cause and ACB mechanisms are used together.  

Additionally, we can envision that in very high loads, as shown from RAN2 simulations, if the cell is overloaded the probability of success is significantly reduced, and therefore the RRC connection request might not even be received.  Therefore, we think that both mechanisms may be used together in an effort to reduce the load at different nodes in the network.  

We agree with Samsung and DT that for RAN overload, ACB solutions could be considered, so Option 2) in combination with ACB solutions would remove the potential issue with duplication of functionality.  


Summary of Discussions: 
9 companies had no concerns about duplication of functionality whilst 7 companies indicated that we should avoid duplication if possible.
2.2.5. Issue #5: RAN3 impacts (and potential impacts on eNB/RNC implementation)
With Option 1):

1. There is no need to handle the combination of establishment cause + delay tolerant indication

2. The overload actions are currently based on establishment cause values and hence the extension to handle the action based on a new establishment cause value seems more straight forward.

3. There is also a possibility of CT1 requesting transport of the delay tolerant indication to the CN. No S1:AP impacts is foreseen for transporting the new establishment cause as this is already existing

With Option 2)

1. RAN3 have to work out the valid combinations of establishment cause + delay tolerant indication and the appropriate action to the taken based on the establishment cause and delay tolerant indication.

2. RAN3 have to specify a new overload action based on an indicator in RRC Connection setup complete rather than an establishment cause

3. If CT1 requests transport of the delay tolerant indication to the CN, there is S1 impact

Companies are invited to provide their comments in the table below.
	Company
	Comments

	Vodafone
	1. We think that the only problematic case is when a UE indicates ‘emergency’ as establishment cause and then later indicate delay tolerant indication. In this case we would expect the RAN node not to release the connection. However, RAN3 should just specify the correct action e.g. release connections where delay tolerant indication was provided except if it was for emergency call.

For other establishment causes, if the overload action is say to reject mo-signalling, then this should be applied at the RAN node irrespective of what the indicator in complete is. If the CN wants to block delay tolerant devices it should send a different action to the RAN node. 

2. It is our understanding also that even with current implementations of the overload action, there are cases where the eNB has to release the RRC Connection rather than reject the connection because it is not aware of the CN identity for which the connection is being made. Hence, this is not completely new behaviour. 

3. We believe there is a NAS solution to the problem. In any case, the RAN3 impact would not be significant.

---
In reply to ZTE’s comment on point 2:

Is there a case where the CN would signal two separate actions to the eNB  or isn’t it the case that at any one time only one action will be in force in the eNB i.e. the latest action indicated by the CN? Hence, we do not see any adverse implications as suggested by ZTE.

	ZTE
	1. If Option 2 is adopted, Establishment Cause ‘emergency call’ and a subsequent ‘Delay Tolerant Indication’ is in fact the most evident ambiguous case that needs to be discussed (but not the only one, at least in the draft CRs seen at RAN3#70bis). Of course it is possible to define proper actions for all the possible combinations (Establishment Cause value & presence/lack of ‘Delay Tolerant Indication’). The problem could be to reach a common agreement about the ‘correct action’ for (some of) them. For instance, for  the ‘emergency call’ Establishment Cause and subsequent ‘Delay Tolerant Indication’ case, at the recent RAN3#70bis there where companies (supporting Option 2) saying that the ‘Delay Tolerant Indication’ should take priority (and not the ‘emergency call’). More in general we wonder whether RAN2/RAN3 should autonomously decide the allowed combinations and corresponding ‘correct actions’ in the unclear cases, or whether other groups (CT1, SA2, SA1?) should be involved as well. Note that if we have different mutually exclusive Establishment Causes (as in Option 1) everything will be clear and there will be nothing to discuss.

2. It is true that there are cases today where the network cannot immediately reject, but needs to first establish and then release a RRC Connection, so that the behaviour is not completely new. However, with Option 2, this would become the typical behaviour, thus wasting radio resources, see Issue#2.

Furthermore, there would probably be some strange implications when the network needs to wait for the presence of the ‘Delay Tolerant Indication’ in the RRC Connection Setup Complete message, to be able to apply some specific overload actions. For instance, when the OVERLOAD START message contains the Overload Action IE “reject all RRC connection establishments for non-emergency mobile originated data transfer” (i.e. – see [7] - reject traffic corresponding to RRC cause “mo-data“, and also release RRC connections which have been indicated as “Delay Tolerant”, regardless of RRC establishment cause (*)), the eNB would be allowed to immediately reject normal “mo-data” attempts but it would be forced to first establish and then subsequently release RRC connections for “mo-signalling” for a potentially high number of delay tolerant requests. Is this a desirable behaviour? (Be allowed to immediately reject ‘normal’ requests and be forced to establish and then release ‘delay tolerant’ ones?)

(*) text in italics is not part of the current specification [7] but reflects the draft proposed change at RAN3#70bis according to Option 2 (pending clarification on the Establishment Cause ‘emergency call’ and ‘Delay Tolerant Indication’ combination)
3. We agree this is not the main issue.

	Huawei, HiSilicon
	To our understanding, if we allow the ‘delay tolerant indicator’ to be reported in conjunction with the Establishment Causes, then for the calls initiated by MTC, RAN will have the possibility to differentiate signalling calls from data calls, as well as to differentiate MT calls from MO calls. This will significantly benefit further RAN/CN overload control handlings, which is quite worth even it will involve some additional RAN3 changes (in any case, the RAN3 impacts would not be significant). This is one of our major concerns in this discussion.

	Samsung
	As pointed out, current overload actions are based on establishment cause values. Therefore extending this mechanism is more straightforward and makes RAN3 procedure simple.

Also, as CT1 seems to request the delay tolerant indication delivered in S1, and establishment cause is already delivered in the S1AP, adding a new establishment cause looks better in RAN3 impact perspective.

	ALU
	The so called RAN3 impact here is applicable only if we want to specify different behaviour.  It should be seen as allowing for future network flexibility/comptability.  For example, one can define behaviour for explicit indication and ignore cause value to achieve exactly the same behaviour if so desired.

CT1 is working on UE providing “MTC” indication directly to MME using NAS procedure.  So there shouldn’t be an automatic reason to provide this indication.  If anything, MME can benefit from knowing the current cause values (MT, signaling, data) which will be lost if we extend the cause value. 

	Intel
	With Option-2, the network will have a much finer granularity of control. We see it as building required features upon existing behavior. Just for example, if non-emergency mo-data is to be rejected, all mo-data calls will be rejected, regardless whether it is “delay tolerant” or not; and if in addition, if “delay tolerant” is to be released, mo-signaling with “delay tolerant” will be released. 

With Option-1, the network be able to reject “delay tolerant” separately but loses handling on existing causes.

	Deutsche Telekom
	Agree with Samsung

	Renesas Electronics Europe
	We do not think that, from a RAN3 perspective, the differences between the options are likely to be sufficient to influence the decision.

	NSN/Nokia
	It is very clear that RRC Connection Request solution is more straight forward to the changes in RAN3. Vodafone mentioned that only EstablishmentCause = emergeny + delay tolerant indicator  combination is a problem but does this mean EstablishmentCause = higPriorityAccess + delay tolerant indicator combination is possible? What is the network behavior?

	Ericsson, ST-Ericsson
	In general, we think we should avoid changing other groups’ functionality unnecessary unless one technical solution is superior to other solution. 

We agree that RAN3 impact from the options are similar, and need to follow the RAN2 decision.

	ASUSTeK
	We agree with Samsung and Deutsche Telekom.

	InterDigital
	IDCC doesn’t see the use case for combining emergency cause and delay tolerant, or high priority cause and delay tolerant, however if any of these are valid use cases the existing RAN3 CRs (R3-110182) could easily be changed to define whether the low priority indicator or the cause code for these two cases would take precedence. 


Summary of Discussions:

7 companies indicated that the impacts to RAN3 are not expected to be significant enough to be a deciding factor whilst 5 companies had the view that option 1 is simpler because overload control based on establishment cause is already done in RAN3. 
2.2.6. Issue #6: CT1 impacts 
With Option 1) CT1 have to describe the mapping to the new establishment cause

With Option 2) the existing mapping to the establishment cause can be used as the delay tolerant indication is provided as an independent indication

Companies are invited to provide their comments in the table below.
	Company
	Comments

	Vodafone
	CT1 have (wrongly) assumed that the delay tolerant indicator is sent as an establishment cause in RRC and provided the CRs in their LS to RAN2. This should not influence the RAN2 decision since the handling of a delay tolerant indication in NAS should anyway be less impacting and the CRs show that CT1 impacts are not significant. 

In reply to ZTE’s comments:

We think for both options the CT1 impacts are not significant. 

	ZTE
	We acknowledge that the agreement was that RAN2 should decide on this. However we think that RAN2 should consider that, by agreeing CRs on a new Establishment Cause value, companies in CT1 assume that Option 1) is the way to go and that the few necessary changes have already been identified and agreed.

	Huawei, HiSilicon
	We think this is not the main issue, because in any case the CT1 impacts would not be significant. We propose to focus on other issues to find the compromise.

	ALU
	For information required by AS, CT1 should be requested to provide the necessary mapping as per AS/RAN requirements/decisions.  There is no real difference in CT1 impact.   Current CT1 CRs goes beyond RAN2 agreements and they should be aligned once RAN2 has taken a decision. 

	Deutsche Telekom
	Even if Option1 will be agreed, CT1 impact on mapping mechanism does not seem to be much

	Renesas Electronics Europe
	We do not think that there would be significant differences between the options from a CT1 perspective.

	NSN/Nokia
	CT1 CR shows how straight forward the CR looks like with RRC Connection Request solution. And we believe that CT1 CR is not yet complete because it does not include timer part. If RAN cannot agree on the solution in Taipei, will CT1 also prepare two sets of CRs?

	Ericsson, ST-Ericsson
	As we mentioned before, with option 2 CT1 needs to change their specs in a different way than done before. While, CT1 can probably adapt to RAN2 solution, CT1 agreement could be seen for RAN2 as the way CT1 understands how establishment cause values should be handled in their specifications and the interaction between NAS-AS. We agree that CT1 impact is not much different for the options. Whichever solution we end up with, we consider important that the rel-10 agreement to have “delay tolerant” as a device (UE) property is not propagated to AS and RAN specs.

In general,  we think we should avoid changing other groups’ functionality unnecessary unless one technical solution is superior to other solution

	InterDigital
	We agree with ALU and Renesas that the impact to CT1 would not significantly differ between the two solutions.


Summary of Discussions:

6 companies indicated that the CT1 impacts for both solutions are not much different and should not be a factor to be considered for the decision. However, 3 companies believed that option 1 would be simpler in terms of CT1 impacts. 
2.2.7. Compromised Solutions
In this section, companies are invited to suggest compromised solutions which address some of the problems with option 1 and option 2.

OPTION 3: Addressing Legacy Network Handling Issue 

Option 3a: New IE in RRC Connection Request (UMTS) + New IE in RRC Connection Setup Complete (LTE)

Option 3b: New IE in RRC Connection Request (UMTS) + New establishment cause in RRC Connection Request for LTE + specification of handling of spare values backdated to Release 8

Option 3c: New establishment cause for UMTS and LTE + broadcast of a bit by ‘release 10’ compliant network to indicate if spare value can be indicated by UE.
Option 3d: New establishment cause for UMTS and LTE + indication on handling of the spare values
	Company
	Comments

	ZTE
	Regarding option 3c: In line with the discussion about Issue#1 (in Part2), we think a discussion is needed on the expected UE behaviour when the bit is not present (i.e. in a pre-Rel-10 network) :

1. Should a UE willing to perform a ‘Delay Tolerant Access’ perform access to the network using one of the legacy Establishment Cause values?

2. Or should a UE willing to perform a ‘Delay Tolerant Access’ refrain from accessing the network completely?

	Vodafone
	We have considered option 3c further and we now think this option is also not acceptable. Regarding option 3b) we have to remember it’s not about religiously trying to align LTE and UMTS even though the solutions would create issues for operators who have to deploy and run the network. We think that the ‘issue’ of having different solutions means nothing relative to the potential problems we can encounter in our networks which would be difficult to fix. 

	Samsung
	Option 3c seems to make more issues in UE operations.

	ALU
	We prefer solution 3a.  We don’t think that this implies different solutions for UMTS and LTE.  Stage 2 and NAS impact is exactly the same.  The only difference is stage 3 – which message carries this indication.  Stage 3 has always been/has to be a RAT specific solution as there are several factors to consider – system capability, current stage 3 design, etc.

In UMTS, the CN id is carried in connection request, there is no severe size constraint.  So it is reasonable to carry this indication also Connection request.

LTE is stage 3 is different as discussed above.

	Intel
	3b) 3c) do not address the issues previously discussed in LTE.

Also much additional clarification is needed for 3c). Thus this option does not seem feasible for Rel-10.

Between Option 2) and 3a), we do not have strong opinion. We have slight preference on 2) as it gives the same solution for UMTS/LTE. We do agree 3a) provides some performance benefit by sending the indication earlier than 2) for UMTS.

	Renesas Electronics Europe
	Option 3a would prevent the use of the reject mechanism in the case of LTE, which we would prefer to avoid. We think option 3c could have the potential to introduce complexity on the UE side and waste broadcast capacity. Option 3b could provide a working solution that avoids access network inefficiency but at the loss of having a common approach in the two RATs.

	NSN/Nokia
	For both UMTS and LTE, using reserved value in the establishment cause should be enough.

	Ericsson, ST-Ericsson
	We think all possible options above can be discussed and they are technically feasible. We favor, though, as a compromise the use of a new establishment cause value for both UMTS and LTE with some description of the spare value which should remove any concerns about the handling of the spare values.

If Option 1 is not agreeable, another compromise would be option 3d). That would be then our preferred way forward.

	Motorola Solutions
	Option 3c does not seem to be a good direction for handling of spare values, thus we would like to avoid this option. 

	ASUSTeK
	We think 3c is a compromise to use the spare value of establishment cause if there is a concern on legacy eNB behavior. Compared to option 3b which needs to upgrade the legacy eNB behavior, option 3c only needs to specify Rel-10 behavior and is preferred.

	Pantech
	We think that the 3a can be acceptable. And, we agree that the 3c can make some issues on the UE.


2.2.8. Companies’ views
	Company
	OPTION 1
	OPTION 2
	OPTION 3a
	Option 3b
	Option 3c
	Option 3d

	Vodafone
	Not Acceptable
	Preferred
	Acceptable
	Acceptable
	Not Acceptable
	Not Acceptable

	ZTE
	Preferred
	Not Acceptable
	Not Acceptable
	Not Preferred (because it introduces two different solutions for UMTS and LTE)
	Acceptable, pending clarification on the UE behaviour when the bit is not present
	Acceptable (also with indication on handling of spare values backdated a few releases) 

	Huawei, HiSilicon
	Not Acceptable
	Preferred
	Acceptable
	Not Acceptable
	Not Acceptable
	

	Samsung
	Preferred
	Not acceptable
	Not acceptable
	Not preferred
	Not preferred
	

	NEC
	Not Acceptable
	Preferred
	Acceptable
	Not Acceptable
	Not Acceptable
	

	ALU
	Not acceptable
	Acceptable
	Preferred
	Not acceptable.

(Because the solutions are different and interaction with upper layers are different for LTE and UMTS)
	Not acceptable
	

	Intel
	Not Acceptable
	Preferred.

No strong preference over 3a.
	Acceptable
	Not Acceptable
	Not Acceptable
	

	CATT
	Not Acceptable
	Preferred
	Acceptable
	Not Acceptable
	Not Acceptable
	

	ITRI
	Not Acceptable
	Preferred
	Acceptable
	Not Acceptable
	Not preferred
	

	Deutsche Telekom
	Preferred
	Not preferred
	Not Acceptable
	Not Acceptable
	Not Acceptable
	

	III
	Preferred
	Not Acceptable
	Not Acceptable
	Not Acceptable
	Not Acceptable
	Acceptable

	Renesas Electronics Europe
	Preferred
	Not preferred 
	Not preferred 
	Acceptable
	Not preferred 
	

	NSN/Nokia
	Preferred
	Not Acceptable
	Not Acceptable
	Not Acceptable
	Not Acceptable
	Acceptable

	Telecom Italia
	Preferred
	
	
	
	
	

	Ericsson, ST-Ericsson

(see 2.2.7)
	Preferred
	Not preferred
	Not preferred
	Not preferred
	Not preferred
	Acceptable

	Motorola Solutions
	Preferred
	Not Preferred
	Not Preferred
	Not Preferred
	Not Acceptable
	

	ASUSTeK
	Acceptable
	Not Acceptable
	Not Acceptable
	Not Acceptable
	Acceptable
	

	LG
	Not preferred
	Preferred
	Acceptable
	Not preferred
	Not preferred
	

	Pantech
	Not acceptable
	Preferred
	Acceptable
	Not Preferred
	Not Preferred
	

	InterDigital
	Not Preferred
	Preferred
	Acceptable
	Acceptable 
	Not acceptable
	


Summary of Discussions:

10 companies preferred (find acceptable) option 1. 10 companies preferred (find acceptable) option 2, 10 companies considered option 3a as an acceptable compromise, 3 companies found option 3b an acceptable compromise and 2 companies found option 3c an acceptable compromise. Option 3d, suggested at the end of the email discussion, was found acceptable by 4 companies (before the final deadline).
3. Conclusion
3.1. Part 1 - Stage 3 issues common to all options
Considering the discussion on the different issues, it is proposed that:

· No new release causes are introduced. When the eWaitTime is set in the RRC Connection Release message the release cause 'other' will be used for LTE and ‘congestion’ for UMTS.
· The ‘extendedWaitTime’ IE is a conditional IE, optionally set by the network only if the ‘delay tolerant’ indication was present at RRC Connection (when received by the UE AS it is then passed to the NAS layer).
· The network should not include other IEs (e.g. idleModeMobilityControlInfo) when sending the ‘extendedWaitTime’ IE in the RRC Connection Release message (also adding some restriction in ASN.1), without restricting the UE behaviour (i.e. should E-UTRAN include some legacy fields anyhow, the UE would handle them as specified in REL-8/9)
3.2. Part 2 - Technical impacts of the different options and way forward
Conclusions

- 9 companies indicated a concern regarding the handling of spare establishment cause values in legacy networks. However, 7 other companies had the view that this issue could be addressed by fixing the legacy network implementation. One company indicated that the issue for UMTS can be resolved by using an IE rather than an establishment cause.

- It is clear from the email discussion that a good majority of companies in RAN2 would like a solution that makes an efficient use of radio resources or acknowledges that saving radio resources is desirable. 

- The other issues such as limitation of RRC Connection Request size and duplication of functionality are clearly related to future extensions for MTC and the opinion on whether these should be issues to be taken into consideration was more or less equally split.

- Finally, the general conclusion regarding RAN3 and CT1 issues is that irrespective of the decision taken in RAN2, it should not have significant impacts on other working groups. 

Way Forward

It is proposed to concentrate on solution(s) which address the following major issues for Release 10 and leave concerns about potential future extensions out of the decision:

1) The solution should make effective use of radio resources. 

2) The solution should not raise backward compatibility issues.

It is clear from the email discussions that option 1 does not remove concerns on the backward compatibility issue and option 2 does not allow the most effective use of radio resources. Hence, even though both solutions have the largest number of supporters (and unfortunately equal number of supporters), it is obvious that none would be a good compromised solution.

Regarding Option 3d (which solves the radio resource usage issue for both UMTS and LTE and removes some - but not all - the concerns on the backward compatibility issues for both technologies), this is anyway expected to be discussed at RAN2#73, also considering that other related proposals have been submitted for the meeting.

As a way forward, the rapporteur of the part 2 discussion proposes that RAN2 considers one of the following options (which address all backward compatibility issues):

Option 3a: Solves the issue of radio resource usage and backward compatibility issue for UMTS; for LTE it at least solves the backward compatibility issue. 
Option 3b: Solves the radio resource usage issue for both UMTS and LTE and also removes the concerns on the backward compatibility issues for both technologies.
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