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1 Introduction 
At RAN2#72 a few joint meetings took place among CT1/SA2/RAN2/RAN3 on MTC [1]. During the discussion it was finally agreed to introduce an ‘extended wait time’ to be able to delay – in the order of several minutes - further access attempts to the network from UEs performing 'low priority’/’delay tolerant’ access requests. It was also agreed as a working assumption that a new timer should be defined and handled in the UE NAS layer. 
Starting from this working assumption, what needs to be further discussed is:

· Scope of the ‘extended wait time’ (i.e. should it be used to delay all subsequent access attempts for all traffic types or only to ‘low priority’/’delay tolerant’ requests?)
· Where the ‘extended wait time’ should be included (i.e. RRC Connection Request and/or RRC Connection Setup Complete messages)
· Granularity and range of the ‘extended wait time’
· Possible interactions with the legacy wait time
This contribution analyses these issues and suggests some possible solutions. 

2 Discussion
2.1 Scope of the ‘extended wait time’
One of the convincing reasons for choosing the working assumption that a new timer should be defined and handled in the UE NAS layer was that it will be easier (in future releases) to allow other traffic to still go through while the NAS wait timer for low priority/delay tolerant requests is running.
In our understanding it is then clear that the NAS wait timer (configured upon the ‘extended wait time’ indication passed by the RRC layer) should only apply to subsequent access attempts for ‘low priority’/’delay tolerant’ requests. 
However, it is believed that - in line with the agreement to handle the new timer at NAS layer - RAN2 can only specify the details (e.g. range and granularity) of the new ‘extended wait time’ indication, its inclusion in the relevant RRC signalling messages and when this indication should be sent to the upper layers, but then it would be up to CT1 to take the final decision on the precise definition and handling of the corresponding NAS wait timer. Still RAN2 could provide some guidance to CT1 on this matter.
Proposal 1: If the working assumption to have a new timer at NAS layer is reconfirmed, RAN2 could send a LS to CT1 indicating its preference that the new NAS wait timer should only apply to access attempts for ‘low priority’/’delay tolerant’ requests.
2.2 Affected messages
In some companion paper [2], it is suggested to include the ‘low priority’/’delay tolerant’ indication in the RRC Connection Request message. During CN overload, this allows the RAN to reject access attempts from UEs with low priority/delay tolerant requests during the RRC Connection Establishment procedure, by means of the RRC Connection Reject message.
So, if during CN overload the RAN needs to delay - by several minutes - further low priority/delay tolerant access attempts from these UEs, it is clear that the new ‘extended wait time’ should be included at least in the RRC Connection Reject message.

Proposal 2: It shall be possible to include a new ‘extended wait time’ for low priority/delay tolerant requests in the RRC Connection Reject message.
However, as discussed in previous meetings, after the reception of the RRC Connection Request message it is not always possible to identify the specific CN node the UE wants to connect to, but it would be necessary to wait for the RRC Connection Setup Complete message. In such cases the RRC connection would be established first, and then possibly immediately released by means of the RRC Connection Release message.
Furthermore, when the core network is heavily overloaded, it can happen that even some previously established RRC connections (when the network was not congested) will have to be released. 
This indicates that it should be possible to include the new ‘extended wait time’ in the RRC Connection Release message as well.
Proposal 3: It shall be possible to include a new ‘extended wait time’ for low priority/delay tolerant requests also in the RRC Connection Release message.
2.3 Granularity and range 
To prevent UEs performing low priority/delay tolerant requests from re-attempting to access the network too soon, a longer wait time than what supported today needs to be specified. 
Regarding the possible range, there seems to be a common understanding that one hour could be enough for the network to recover from overload situations. 
Regarding the granularity, if a further randomization will be applied in the UE NAS layer to prevent UEs from re-attempting simultaneously, it seems sufficient to have a granularity of one minute (requiring 6 bits to cover the range of one hour).
Note that the UE NAS layer could randomize the value of the NAS Wait Timer in two ways:

1. The UE could choose a value uniformly distributed in the range [0 – wait time indicated by lower layers])

2. Or the UE could set the value of the NAS Wait Timer by choosing a value uniformly distributed in the range [0 – granularity (hardcoded to 1 minute)] and adding it to the wait time indicated by lower layers. This approach seems to be the most appropriate: it allows the network to indicate – with a limited number of bits - a minimum wait time (possibly different for different UEs) after which access attempts for low priority/delay tolerant requests are allowed, leaving the finer randomization to the UE.
Otherwise, if it is expected that the RAN should perform a finer randomization and specify the ‘absolute wait time’ to the UE, a granularity of at least one second would be required, increasing the number of required bits (for example, a granularity of one second and a range of one hour would require 12 bits).
Proposal 4: Define an ‘extended wait time’ (for low priority/delay tolerant requests) in RRC signalling with the range of one hour and a granularity of one minute. The UE NAS layer should then perform a finer randomization, adding a uniformly distributed value (in the 0 – 60 seconds range) to the wait time value indicated by the lower layers.
2.4 Interactions with the legacy wait time
One aspect which needs to be handled is the possible interaction between the legacy wait time (at AS level) and the new ‘extended wait time’. However, if it will be reconfirmed that the new ‘extended wait time’ is passed to the UE upper layers and its value used to configure a timer at the NAS layer, it seems possible to avoid any conflict and more in general any modification to the UE behaviour at the AS layer. For instance, both the legacy and the new IEs can be present in the same RRC Reject message, without causing any special impact on the AS layer in the UE. 
This is definitely the case for LTE, where the new NAS Wait Timer and T302 in the AS layer can run in parallel (with different values): in any case the NAS layer can trigger the AS layer to establish further RRC connections only when both timers are expired.
In the UMTS case, some care could be taken with the setting of the legacy wait time, where the value ‘0’ currently indicates that repetition is not allowed (see excerpt from TS 25.331 below)

10.3.3.50
Wait time
Wait time defines the time period the UE has to wait before repeating the rejected procedure.

	Information Element/Group name
	Need
	Multi
	Type and reference
	Semantics description

	Wait time
	MP
	
	Integer(0..

15)
	Wait time in seconds

The value 0 indicates that repetition is not allowed 


Since the goal of the new ‘extended wait time’ is to delay further attempts by a longer time than what is possible today, it seems reasonable to indicate that the legacy wait time in the RRC Connection Reject message should be set to 0 when the new ‘Wait Time for Low Priority/Delay Tolerant Access’ IE is included in the message.
Proposal 5: Clarify that the Wait Time in the RRC Connection Reject message should be set to 0 (in the UMTS case) when the new ‘Wait Time for Low Priority/Delay Tolerant Access’ IE is included in the message.
3 Conclusion 
In this paper some proposals to specify a sufficiently long wait time (for low priority/delay tolerant requests) in both RRC Connection Reject and RRC Connection Release messages are presented.
Proposal 1: If the working assumption to have a new timer at NAS layer is reconfirmed, RAN2 could send a LS to CT1 indicating its preference that the new NAS wait timer should only apply to access attempts for ‘low priority’/’delay tolerant’ requests.
Proposal 2: It shall be possible to include a new ‘extended wait time’ for low priority/delay tolerant requests in the RRC Connection Reject message.

Proposal 3: It shall be possible to include a new ‘extended wait time’ for low priority/delay tolerant requests also in the RRC Connection Release message.

Proposal 4: Define an ‘extended wait time’ (for low priority/delay tolerant requests) in RRC signalling with the range of one hour and a granularity of one minute. The UE NAS layer should then perform a finer randomization, adding a uniformly distributed value (in the 0 – 60 seconds range) to the wait time value indicated by the lower layers.

Proposal 5: Clarify that the Wait Time in the RRC Connection Reject message should be set to 0 (in the UMTS case) when the new ‘Wait Time for Low Priority/Delay Tolerant Access’ IE is included in the message.

Corresponding Draft CRs to TS 25.331 and TS 36.331 are available in [3] and [4].
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