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1 Introduction

The following agreements were reached in the joint session on NIMTC [1][2]:
1. A “delay tolerant” indicator (previously called “low priority” indicator) is required in Access Stratum (AS) signalling at connection establishment for eNB to support overload control for a specific Core Network (CN) Node.

2. FFS if the indicator is given as a new connection establishment request cause or as a separate indicator within the connection setup complete message.

3. Based on this indicator, eNB may reject/release the RRC Connection in case of CN overload and provide a “wait-time” in the reject/release message. The “wait-time” is passed to Non-Access Stratum (NAS) layer and the UE behaviour with regards to the wait time is specified at NAS level.
In this contribution, we will discuss the appropriate RRC signalling for supporting the “delay tolerant” indicator in LTE-Advanced and provide our recommendations on this issue.

2 Discussions
According to the agreements made in the joint section [2], there will be no MTC indicator in RAN in Rel-10. Instead, a new “delay tolerant” indicator is required to be supported in RAN for overload control. Currently, two solutions are identified:
· Extending the RRC Connection Request message;
· Introducing a new “delay tolerant” indicator in the RRC Connection Setup Complete message.
The pros and cons for each solution are discussed in the following sections.
2.1 Extending the RRC Connection Request message
A rejection mechanism based on the establishment cause in the RRC Connection Request message has been defined in Rel-8/9 for the sake of enabling the network to prioritize accesses, depending on the device configuration and access purposes. Hence, reusing the connection rejection function by extending the establishment cause is a straightforward way to introduce the “delay tolerant” indicator. Moreover, the rejection procedure is faster (only a single RRC Connection Reject message is needed for responding the RRC Connection Request message) for less signalling overhead. Therefore, it is potentially an appropriate option for solving the overload control issue in RAN.

There are several candidate methods to extend the RRC Connection Request message, such as by reusing the spare bit, by introducing a new indicator IE, or by defining a new establishment cause. Although the reserved spare bit can be used to carry this information as suggested in [3], this approach is not recommended since it eliminates the possibility of applying patches for backward compatibility issues that may be needed in a later stage. On the other hand, introducing a new “delay tolerant” indicator IE may negatively affect RACH performance due to increased length of the message, and thus is not preferred either.
Based on the above analysis, it seems that defining a new “delay tolerant” codepoint in the establishment cause in the RRC Connection Request message may be more beneficial than the other candidate solutions. However, comparing to other existing establishment causes (emergency, highPriorityAccess, mt-Access, mo-Signalling, and mo-Data), “delay tolerant” is more like a property of the accessing device than a reason of the establishment. Moreover, considering the fact that only three spare causes are left in current specification, adding a new codepoint may be a solution as expensive as, if not more than, that of exploiting the reserved spare bit. Apart from the above arguments, this solution also has compatibility problems. For example, when a Rel-10 UE attempts to access a Rel-8/9 eNB with a “delay tolerant” establishment cause, the eNB will not be able to handle this access request [4].
2.2 “Delay tolerant” indicator in RRC Connection Setup Complete
Besides the solutions that extend the existing connection rejection function, another possibility is to introduce the new “delay tolerant” indicator in the RRC Connection Setup Complete message. Upon sending this message, RAN can steer the connections towards a specific CN node, or abort the signalling procedure if the CN node declares that it is overloaded.

First of all, unlike extending RRC Connection Request, the extension in RRC Connection Setup Complete is more convenient, because it has no restriction in the message length, or performance degradation to RACH either.

Moreover, this solution is more forward-compatible for potential enhancements in future releases. More MTC-type devices and services which have various properties and features, such as priorities, occurrence frequencies, mobility, and QoS requirements, etc. are expected to be introduced as technologies evolve. Therefore, it is natural that more and more new characteristics will be defined in RAN for future releases, which will help enhance the network on load balancing/rebalancing, resource allocation, and so on. For example, to steer some MTC traffic to some dedicated CN node based on the specific traffic pattern, or on particular MTC applications. Naturally, it is more convenient to reflect the support to future enhancements in the RRC Connection Setup Complete message, just as the case of the “delay tolerant” indicator.
On the other hand, a potential drawback of adding a “delay tolerant” indicator in RRC Connection Setup Complete may be that, in case of rejection due to overloading in CN, it results in more overhead than using the RRC Connection Reject procedure, because two more RRC messages are required. This makes it less attractive in RAN-overloaded scenarios. Nonetheless, this may not be a significant issue for the following reasons:

1. According to the current specification, the connection rejection has to be deferred after RRC Connection Setup Complete in some case, for instance when the connection request is sent in a TA that is not registered by the UE. The target (registered) MME must be identified from the ‘Registered MME’ IE included in RRC Connection Setup Complete [5]. In this case, the connection must be removed by the RRC release procedure instead of the RRC rejection procedure, resulting in increased signalling and processing overhead and thus becoming comparable to that needed by the solution based on extension of RRC Connection Setup Complete.
2. Currently, only CN-overloaded scenarios have been identified, while RAN-overloaded scenario remains unclarified. Therefore, overload control in RAN is not an impendent concern, although defining a new “delay tolerant” codepoint in RRC Connection Request is favourable from that perspective.
Furthermore, a new “wait-time” IE, which is handled by UE’s NAS, is required to be signalled to UE from RAN [1]. This timer is different from the existing rejection “wait-time” and needs to be signalled separately [6]. If the RRC Connection Reject based solution is adopted, the new “wait-time” IE should be added in RRC Connection Reject. However, as discussed above, in some scenario the rejection shall occur only until the “Registered MME” information is received from the UE. In this case, the connection shall be removed by the RRC release procedure, which also requires the new “wait-time” to be added in RRC Connection Release. Consequently, changes are required to apply on two RRC procedures associated with the overload control function. Obviously, such a redundancy can be eliminated if the new “delay tolerant” indicator is introduced in RRC Connection Setup Complete.
Proposal 1: The RRC Connection Setup Complete message should introduce a new “delay tolerant” indicator to support overload control for a specific CN Node.

One remaining issue is that whether we should introduce a new release cause. In our opinion, it is not necessary because:
1. As discussed above, in some scenario the eNB will reject the connection due to overloaded CN through the RRC release procedure. Therefore, the same release cause may be reused.

2. Moreover, according to the agreement [1], a new “wait-time” value should be forwarded to NAS, which will know that the release happens due to overloaded CN.

3. In current specifications, only one spare release cause is available. Although using the reserved cause here may not be as expensive as in RRC Connection Request, it is always better to keep it for more critical issues that may be identified later.

Therefore, we suggest that:
Proposal 2: It is not necessary to introduce a new release cause in RRC Connection Release for overload control in CN.
Proposal 3: A new “wait-time” IE should be added in RRC Connection Release. The receiving UE shall forward this timer to its NAS, which can be considered as an overload indicator for CN.

3 Conclusion

In this contribution, we discussed the relevant RRC signalling design for supporting the “delay tolerant” indicator in LTE-Advanced, and suggested RAN2 to agree on the following proposals:
Proposal 1: The RRC Connection Setup Complete message should introduce a new “delay tolerant” indicator to support overload control for a specific CN Node.
Proposal 2: It is not necessary to introduce a new release cause in RRC Connection Release for overload control in CN.

Proposal 3: A new “wait-time” IE should be added in RRC Connection Release. The receiving UE shall forward this timer to its NAS, which can be considered as an overload indicator for CN.
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