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1
Introduction

In RAN#49, a new WI [1] was begun to introduce RAN mechanisms to avoid Core Network (CN) overloading due to MTC device operation. One of the RAN WG2 objectives in this WI is the following:

RAN2 should review the SA2 overload scenarios (simultaneous access from many MTC devices and failure of the serving network for roaming UEs), consider what RAN solution can address these, and:

· Identify and specify mechanisms to prevent MTC UEs from overloading the network 

In this contribution, we propose some RAN mechanisms to solve the CN overload problem in UMTS based on some modifications to existing PRACH procedure. 
2
Core Network Overload Handling Requirements
In this section we summarize the relevant requirements to control CN overload as discussed in [2]:

· Requirement 1: It shall be possible to reduce signalling load caused by MTC Devices independently from signalling load caused by non-MTC devices

· Requirement 2: Overload control shall be possible with a granularity of a single SGSN, MME, GGSN and/or PGW

· Requirement 3: In order to reduce network load due to overload situation, it shall be possible for the network to detach MTC devices selectively and/or deactivate the bearers selectively among APNs or MTC device groups 

· Requirement 4: In order to avoid network overload, it shall be possible for the network to prevent MTC Devices from too frequent initiation of attach and/or connection requests
· It is for further study how it can be prevented that large numbers of devices re-initiate their deferred attach and/or connection requests at (almost) the same time to avoid excessive network congestion

· Peak shaving requires the following functionalities:
· Requirement 5: It shall be possible to reduce (quarter/half) hourly signalling peaks from recurring MTC applications 

· Requirement 6: It shall be possible to spread over time signalling load of requests from all MTC Devices.
· Requirement 7: Some "tools" in the 3GPP standards may be needed to help manage the above 2 scenarios:

· Devices that only power‑up/attach when they need to do something
· Failure of “M2M partner” network.

3
RAN mechanisms to handle overload due to low priority devices in CN in UMTS
In the RAN2 discussions on the MTC work item[1] to handle core network overload scenarios, two main classes of solutions have being considered:

· Access Class Barring
· This is a broadcast based solution that prevents any access from low priority devices that are in Idle mode

· Provides coarse granularity of access control in units of 10% of UEs.

· Reject by RAN
· Eg. RRC Connection Request Reject with extended wait timer
· Provides fine granularity of access control
· This solution hinges on the assumption that the RRC Connection Request from the UE was succesfully received by the RNC

Furthermore, it was also discussed in RAN2#71-bis, that in order to meet Requirement 1 in Section 2, RAN2 would like to do this in a MTC-agnostic way (i.e. RAN knows about "low priority"). 
In the following we propose three simple RAN mechanisms to solve the core network overload problem assuming that UEs are either low priority devices or not:

· Introduction of new low priority ASC and RACH parameters for low priority devices
· NodeB rejection of access attempts due to low priority devices

· Introduction of ACB lists for low priority priority devices
3.1
Spread low priority access attempts over time
In this section, we propose a solution towards meeting Requirements 5 and 6 in Section 2 by proposing to spread the low priority access attempts over time using a different set of persistence and backoff parameters.
3.1.1
Limitations of the RACH procedure in UMTS

Some key aspects of the RACH procedure in UMTS can be summarized as follows:

· There exist 16 access classes (AC 0..15)

· AC 0..9: Network subscribers

· AC 10: Emergency calls (eg. 911 in US, 999 in UK, 112 in Europe)

· AC 11: Reserved for the network operator

· AC 12: Security Services (Police, Surveillance)

· AC 13: Public Services (Electricity, Distribution, etc)

· AC 14: Emergency Services

· AC 15: Reserved for the staff of the operator (eg. to on-site maintenance technicians)

· AC 0..9 are mapped to a single ASC while each of AC 10..15 are mapped to a different ASC

· Each Access Service Class j (j = 0..7) has the following set of parameters signaled on SIB5

· PRACH partitioning

· Persistence Scaling Factor sj 

· Range: 0.2..0.9

· A persistence value N common to all ASCs is signaled dynamically on SIB7

· Range: 1..8.

· The following RACH transmission parameters signaled on SIB5 are also common to all ASCs

· Mmax: Maximum number of preamble cycles

·  Range: 1..32

· Lower bound for random back-off: NBO1min

· Range: 0..50

· Upper bound for random back-off: NBO1max

· Range 0..50
As show in Figure 1, prior to the start of any access preamble cycle, any UE belonging to AC 0..9 performs a persistence check by drawing a random number between [0..P] where P is the persistence value for the ASC that AC 0..9 are mapped to. If the random number is > P, the UE waits for 10ms and repeats the persistence check by drawing another random number.

The persistence value is derived from a) the ASC parameter persistence scaling factor and b) the dynamic persistence level N as follows:
P = sj * 2(N-1) 
where j is the index of the ASC to which AC 0..9 are mapped to.
As shown in [3], if we were to lower the persistence value to the minimum possible value = 0.2/128 = 0.0015625, coupled with configuring some other optimal RACH specific parameter settings, the access success probability can be significantly improved (close to 1) even for some highly intense and demanding overload scenarios.
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Figure 1: Persistence and Backoff in UMTS RACH procedure

Now if the low priority devices (eg. MTC devices) were mapped to AC 0..9 (seems the most likely case in Rel-10) then they would all be mapped to the same ASC as the higher priority devices (eg. smartphones). Hence both types of devices share the same persistence value, and if we desire to lower this value to the minimum possible value then we would also land up spreading the access attempts of the higher priority devices (non low-priority devices). 

Also, in overload situations when the NodeB were to NACK a UE on the AICH, in response to reception of the UE’s access preamble, the UE draws a random number NB01 between NB01min and NB01max and performs a backoff NB01*10ms before starting an access preamble cycle. Again, if it is desired that the UE perform an extended backoff before, a separate set of backoff parameters [NB02min, NB0max] can be introduced for the low priority devices. The range of these parameters can be chosen so that they are of the same order of the extended wait timer being proposed in the RRC Connection Reject based mechanisms.
We view this as a limitation of the existing RACH procedure and clearly the RACH parameters (persistence and backoff) for the low priority devices should be allowed to be configured differently from the rest of the devices to in high overload scenarios.In the next section, we propose how to achieve this objective.
3.1.1
Introduction of a new low priority ASC and RACH parameters 
In order to isolate the persistence and backoff parameters of the low priority devices from the rest of the devices, we propose that the low priority devices continue to be mapped to AC 0..9 and they all be mapped to a new ASC 8 as shown in Figure 2. By introducing a new ASC for the low priority devices, the network can now configure the low priority devices with a different set of RACH parameters. 

In particular the following parameters can be considered to be associated with ASC 8:

· PRACH partitioning

· Signature Space
· This space consists of signatures that do not belong to ASC 0..7

· By separating the signature space between low priority devices and the rest of the devices we may lose some trunking efficiency. 
· However introducing two groups ensures that the low priority devices do not collide with the rest of the devices.

· Grouping or pooling signatures between the low priority devices and the rest of the devices also has the added benefit of naturally blocking the low priority devices and causing the NodeB to reject the low priority devices on AICH when they transmit an access preamble.

· Depending on the size of the signature space of the low priority devices, an additional benefit is that if the size of the signature space is relatively small, then the likelihood of collision is high and then when the NodeB NACKs the access attempt due to blocked NodeB resources, it effectively ends up NACKing all the devices who collided on a particular signature. 

· Unlike the RRC connection reject mechanism, this is a huge savings in NodeB resources (power/code) with respect to rejecting the low priority devices.
· Assigned sub-channels
· Persistence Value

· Tper = Unit of time between persistence checks

· RACH transmission parameters [ M1max, NB02min, NB02max]

· If low priority UE receives a NACK, it waits for (NB02) * Tper before trying again

· NB02 is a random number drawn from [NB02min, NB02max]
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Figure 2: Introduction of new ASC8 and associated RACH parameters
The proposals are as follows:
Proposal 1: Similar to regular network subscribers, the low priority devices are also mapped to AC 0..9

Proposal 2: Introduce a new ASC 8 which is reserved for low priority devices
Proposal 3: Introduce new RACH related parameters for ASC 8

· ASC 8 consists of the following parameters
· PRACH partitioning (Signature Space, Assigned sub-channels)
· Partition available signature space between ASC 8 and the existing ASC 0-7

· Signatures in ASC 8 cannot belong to ASC 0..7
· Persistence Value

· Could be a static (SIB5) or dynamic setting (SIB7)

· Tper = Unit of time between persistence checks

· Could be a static (SIB5) or dynamic setting (SIB7)

· Depending on the allowed range of persistence value, this parameter may be omitted
· RACH transmission parameters [ M1max, NB02min, NB02max]

· If low priority UE receives a NACK, it waits for (NB02) * Tper before trying again

· NB02 is a random number drawn from [NB02min, NB02max]
If the low priority UEs are in RRC connected (CELL_PCH, URA_PCH or CELL_FACH), it may be very expensive to page each of these UEs with Paging Type 1 message indicating that some system information parameters have changed as would be the case when the RNC decides to adapt some RACH related parameters for ASC 8 based on CN load. To solve this problem, we propose that the low priority read the MIB on BCH and if a value tag has changed it reads the SIBs before making a random access.

Proposal 4: Just prior to initiating a random access procedure, the low priority device reads the MIBs on the BCH and if the value tag is modified, the UE reads all the SIBs.
3.2
Reject by NodeB

As was discussed in the previous section, for the legacy RACH procedure, pooling or grouping of the PRACH signature space leads to an effective method of naturally rejecting the RACH access attempts from the low priority group without the NodeB’s knowledge that these attempts belonging to this group. 

For the EUL in CELL_FACH procedure, since the NodeB processing resources are common and do not have a one-one relation between the PRACH signature index and OVSF index of the channelization code used to carry the PRACH message, further knowledge of the signature space of the low priority devices may be needed by the NodeB to specifically reject the access attempts by the low priority devices.
Also, even in the the case of legacy RACH procedure, when the RNC is notified by the CN that it is overloaded, it may take some time for the RNC to adapt the RACH related parameters of ASC 8 on the SIBs (eg,. reduce persistence value when CN gets overloaded). In this case, it may be beneficial to pre-configure the NodeB with the PRACH partitioning corresponding to the low priority devices, and indicate to the NodeBs that a CN overload situation has occured. In response to the CN overload indicator, even if the RACH is not overloaded, the NodeB begins to reject the low priority devices, whenever it detects a signature assigned to ASC 8. The benefit of such a mechanism is that it allows the NodeB to reject the UE upon detecting the access preamble via a single bit (AI on AICH) rather than relying on RNC to reject the UE based on RRC signaling. The NodeB is again notified when the CN is no longer overloaded and then in that case the NodeB need not perform selective rejection of the low priority devices.
Based on the above, we have the following proposals for the Reject by NodeB scheme:

Proposal 5: RNC pre-configures NodeB with PRACH partitioning information of ASC 8.

Proposal 6: RNC is notified by CN that CN is overloaded

Proposal 7: RNC notifies NodeB that CN is overloaded

Proposal 8: Based on knowledge of PRACH partitioning of ASC 8, the NodeB rejects the access preamble attempts of low priority devices by setting the AI bit to NACK on the AICH.

Proposal 9: When the CN is no longer overloaded, NodeB is notified of this event by RNC and then no longer performs selective rejection of the low priority devices i.e. it continues to perform regular RACH processing.
3.3
Access Class Barring

The concept of access classes was introduced in UMTS to regulate or limit access in the network in the case of exceptional circumstances. Operators thus have a simple means of limiting access attempts in their network via access class barring (ACB). ACB can be considered a very powerful mechanism to handle overload scenarios related to Requirement 7 in Section 2. For example, only 10% of the devices could be allowed to access while the remaining 90% are prevented from accessing the network. 
3.2.1
Introduction of new ACB list for low priority devices

If we desire to only control the population of the low priority devices using the ACB method, then in order to separate the access control between the low priority devices and the rest of the devices, we propose to introduce a new ACB list for the low priority devices. Similar to the original list, this new ACB list contains a bit for each of AC 0..9 and is applicable only if the device is of low-priority type.

Proposal 10: While mapping the low priority devices to AC 0..9, introduce a new ACB list that is applicable to low priority devices. The list consists of a access control bit per AC that allows the device to access or not.
4
Benefits of proposed RAN mechanisms to control CN load in UMTS
The benefits of the proposed RAN mechanisms to control CN load in UMTS is as follows:

· Spread low priority access attempts over time 

· Introduction of new ASC 8 for low priority devices

· Using a separate persistence value, backoff parameters and a configurable time between persistence checks, the low priority devices that are not barred via ACB, can be spread across time prior to starting an access preamble cycle
· Range of the new backoff parameters can be set to match the extended wait timer range being proposed in proposals based on RRC Connection Reject messages. 
· This is very useful in meeting Requirement 5/6

· Reject by NodeB

· Rejecting access preamble via AICH at NodeB has the following advantages

· RRC signaling load is avoided since RNC is not involved

· Uplink resources are not wasted in transmitting RRC Connection Request message from multiple low priority UEs

· Only one bit is required to be transmitted on the downlink per access signature

· Rejection via RRC Connection Reject message is more expensive (involves transmission of a few 10s of bytes on both uplink and downlink).
· Access Class Barring:

· Reuse access class barring methods that exist today in UMTS
· Very useful in handling overload situations in Reqt 7
· Control access in granularity of 10% of low priority devices

· Note that even though low priority devices are mapped to AC 0 -9, they are controlled via a separate ACB list and so the remaining devices are not affected by this level of access control
5
Conclusions
In this contribution, we have reviewed the SA2 overload scenarios and associated requirements that are relevant to handling high overload situations in the core network. We also highlighted some limitations of the the existing random access procedure in UMTS FDD and proposed some simple RAN mechanisms to control Core Network (CN) overload.
The proposals can be summarized as follows:

Spread low priority access attempts over time 

Proposal 1: Similar to regular network subscribers, the low priority devices are also mapped to AC 0..9

Proposal 2: Introduce a new ASC 8 which is reserved for low priority devices

Proposal 3: Introduce new RACH related parameters for ASC 8

· ASC 8 consists of the following parameters

· PRACH partitioning (Signature Space, Assigned sub-channels)
· Partition available signature space between ASC 8 and the existing ASC 0-7

· Signatures in ASC 8 cannot belong to ASC 0..7
· Persistence Value

· Could be a static (SIB5) or dynamic setting (SIB7)

· Tper = Unit of time between persistence checks

· Could be a static (SIB5) or dynamic setting (SIB7)

· Depending on the allowed range of persistence value, this parameter may be omitted
· RACH transmission parameters [ M1max, NB02min, NB02max]

· If low priority UE receives a NACK, it waits for (NB02) * Tper before trying again

· NB02 is a random number drawn from [NB02min, NB02max]
Proposal 4: Just prior to initiating a random access procedure, the low priority device reads the MIBs on the BCH and if the value tag is modified, the UE reads all the SIBs.
Reject by NodeB

Proposal 5: RNC pre-configures NodeB with PRACH partitioning information of ASC 8.

Proposal 6: RNC is notified by CN that CN is overloaded

Proposal 7: RNC notifies NodeB that CN is overloaded

Proposal 8: Based on knowledge of PRACH partitioning of ASC 8, the NodeB rejects the access preamble attempts of low priority devices by setting the AI bit to NACK on the AICH.

Proposal 9: When the CN is no longer overloaded, NodeB is notified of this event by RNC and then no longer performs selective rejection of the low priority devices i.e. it continues to perform regular RACH processing.

Access Class Barring

Proposal 10: While mapping the low priority devices to AC 0..9, introduce a new ACB list that is applicable to low priority devices. The list consists of a access control bit per AC that allows the device to access or not.
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