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1. Introduction

In RAN2 #71 and RAN2 #71bis, Fast Dormancy in LTE was briefly discussed and a number of companies showed interest in discussing this topic as part of Rel-10/11 [1-6]. In the past meetings, there was no supporting data to justify potential enhancements of the Rel-8/9 DRX-based power saving modes. In this document, we evaluate the impact on power savings of different inactivity timers on different Internet application.
2. Power Saving Performance of different timers on multiple Internet Applications

Due to the emergence of a variety of different internet applications on smart phones, users within a network may have very different usage profiles from each other. For example, while one user may primarily use texting and voice services, another user may primarily use email, browsing and still another may be an intensive user of social networking applications such as facebook, twitter etc. All these users would generate and consume traffic at different rates and different times and thus, the same DRX timer settings may not be appropriate to obtain the most efficient power savings for all UEs. We illustrate this from the results of our study by comparing inactivity timer settings for FTP, HTTP and gaming traffic models.  
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Figure 1: Example DRX Operations
2.1 Simulation Assumptions
We made the following assumptions:

(1) The current DRX process is deactivated when new traffic arrives.

(2) We do not consider the period that the device is transmitting / receiving in our ON duration calculation. This period depends on the traffic volume and transmit rate. 

(3) Device goes into IDLE mode after 2.56s of inactivity. Time spent in IDLE mode is excluded in our calculations. 

(4) We assume that device state transition times are 0 to negligible. 

(5) Simulations do not model HARQ and other packet level behaviour; they are modelled at application level only.  

2.2 Simulation Parameters
We consider and compare the duration the device observes Inactivity (i.e., inactivity timer measure), ON duration of the DRX cycle (during which no transmissions are made), and OFF duration as shown in Figure 1. 

We define percentage Active Time as follows

Active Time (%)  =
[image: image2.wmf](Inactivity timer + ∑ DRX ON Durations)*100 / (Inactivity timer + ∑ DRX ON Durations + ∑ DRX OFF Durations)

OFF Period (%)  =
[image: image3.wmf] (∑ DRX OFF Durations)*100 / (Inactivity timer + ∑ DRX ON Durations + ∑ DRX OFF Durations)

· The following parameters are used:

· OnDurationTimer = 1msec

· shortDRX-Cycle =10msec

· drxShortCycleTimer  = 16

· longDRX-Cycle = 1280msec

· drx-InactivityTimer = 1ms, 10ms, 50ms, 100ms, 200ms, 500ms , 1280ms

· Fixed Data Rate = 800Kbps

· Number of FTP Sessions = 1000

· Number of HTTP Pages Downloaded = 1000

· Gaming Session Duration = 1hour

2.3 Simulation Results 

2.3.1 FTP results

	 Inactivity Timer
	Active Time (%) (Inactivity timer + DRX ON Durations)
	OFF Period During Short DRX (%)
	OFF period During Long DRX (%)
	Number of DRX Events

	1ms
	0.7
	5.32
	93.98
	910

	10ms
	1.04
	5.33
	93.64
	910

	50ms
	2.48
	5.24
	92.28
	910

	100ms
	4.22
	5.14
	90.64
	910

	200ms
	7.52
	4.96
	87.52
	910

	500ms
	16.19
	4.5
	79.31
	910

	1280ms
	47.72
	5.3
	46.98
	910


Table 1: FTP Simulation Results

Observation 1: The greatest impact of inactivity timer is on percentage of time spent in long DRX. It can be seen from the table that the Long DRX opportunity is reduced by 50% as inactivity timer increases to 1.28s. In addition, the number of DRX events remains constant irrespective of inactivity timer due to length of OFF periods between successive FTP sessions. Thus, for FTP users, the inactivity timer should be configured to a small value to maximize power savings.

2.3.2 HTTP Results

	Inactivity Timer
	Active Time (%) (Inactivity timer + DRX ON Durations)
	OFF Period During Short DRX (%)
	OFF period During Long DRX (%)
	Number of DRX Events

	1ms
	0.9
	7.29
	91.73
	3625

	10ms
	1.58
	7
	91.42
	3343

	50ms
	3.41
	6.23
	90.36
	2511

	100ms
	5.11
	5.81
	89.08
	2113

	200ms
	8.39
	5.44
	86.16
	1903

	500ms
	17.64
	4.88
	71.49
	1824

	1280ms
	49.18
	5.42
	45.4
	1710


Table 2: HTTP Simulation Results

Observation 2: For HTTP traffic, a short inactivity timer (for example 1ms to 10ms) can greatly increase the number of DRX events. As can be seen from table 2, increasing the inactivity timer decreases the percentage of time spent in Long DRX. However, decreasing the inactivity timer substantially increases number of DRX events. Thus, for HTTP, the inactivity timer can be in 100-200ms range for inactivity timer to maximize power saving and minimize DRX events.
2.3.3 Gaming Results

	Inactivity Timer 
	Active Time (%) (Inactivity timer + DRX ON Durations)
	OFF Period During Short DRX (%)
	OFF period During Long DRX (%)
	Number of DRX Events

	1ms
	13
	87
	0
	100378

	10ms
	33
	67
	0
	98000

	50ms
	89
	11
	0
	13799

	100ms
	95
	5
	0
	11

	200ms
	100
	0
	0
	0


Table 3: Gaming Simulation Results

Observation 3: For gaming traffic, there is no possibility of long DRX after short DRX due to small inter-arrival times. We see that an inactivity timer value greater than 100ms eliminates the possibility of using DRX mode. Thus, for gaming users, a short inactivity timer value should be used for most power savings. We also find that the length of DRX cycle needs to be short for gaming users to improve the chances of DRX opportunities between packet arrivals.
Observation 4: We see from the results that different applications achieve the maximum power savings for different inactivity timer values, i.e. for Gaming, short inactivity timers (1-10ms) are advantageous, whereas the same is true for higher inactivity timer values for FTP and HTTP.

Current DRX configuration is per-UE configured in MAC-MainConfig. However the challenge is that the eNB cannot predict the user application usage model. Therefore it is desirable that in Rel-10 DRX be enhanced to handle different application and traffic dynamics efficiently, without a need for a lengthy reconfiguration process.
Proposal 1: DRX Enhancements in Rel-10 DRX operations should allow for fast and efficient (low overhead signalling) mechanism to choose DRX configuration and inactivity timer due to different requirements for different applications. 
3. Conclusions

This contribution has explained the importance of having an appropriate inactivity timer and DRX cycle for various applications. Based on the observations and analysis, we propose the following:

Proposal 1: DRX Enhancements in Rel-10 DRX operations should allow for fast and efficient (low overhead signalling) mechanism to choose DRX configuration and inactivity timer due to different requirements for different applications.
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5. Appendix

6.1 FTP Traffic Modelling 

We use FTP traffic model in [9]. 
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Figure 1: FTP Traffic Modelling [9]
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Table 1: FTP Parameters [9]

6.2 HTTP Traffic Modelling

We use the HTTP traffic model in [9]. 

[image: image6.emf]Figure 2: Typical Web Browsing [9]
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Table 2 : HTTP Parameters [9]

6.3 Gaming Traffic Modelling

We are using Quake as an example game. [10]

	Component
	Distribution
	Parameters
	PDF

	
	DL
	UL
	DL
	UL
	

	Initial packet arrival
	Uniform
	Uniform
	a = 0,
b = 40 ms
	a=0,
b=40 ms
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	Packet arrival time

	Extreme
	Extreme
	a = 50 ms,
b = 4.5 ms

	a = 40 ms,
b = 6 ms
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	Packet size
	Extreme
	Extreme
	a = 330 bytes,
b = 82 bytes

	a = 45 bytes, b = 5.7 bytes
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Table 3 : Gaming Parameters [10]
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