Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG-RAN WG2 Meeting#71-bis
R2-105621
Xian, China,11th–15th October 2010

Agenda item: 
4.3.2.3
Source: 
QUALCOMM Incorporated

Title: 
Assessment of UMTS PRACH procedure to handle severe Core Network overloading scenarios
Document for:
Discussion

1
Introduction

In RAN#49, a new WI [1] was begun to introduce RAN mechanisms to avoid Core Network (CN) overloading due to MTC device operation. One of the RAN WG2 objectives in this WI is the following:

RAN2 should review the SA2 overload scenarios (simultaneous access from many MTC devices and failure of the serving network for roaming UEs), consider what RAN solution can address these, and:

· Identify and specify mechanisms to prevent MTC UEs from overloading the network 

In this contribution, we assess the existing PRACH procedure in UMTS FDD in terms of how well it can handle these scenarios and whether any modification in the procedure could help avoid the CN overloading.
2
Core Network Overload Scenarios
In this section, we review the relevant SA2 scenarios that lead to signaling congestion and overload in the core network as captured in [2]. In particular, we review, the causes, requirements and solutions considered in SA2 to solve these scenarios.
2.1
MTC Related Signalling Congestion and Overload

2.1.1
Causes
MTC related signalling congestion and overload can be caused by:

-
a malfunctioning in the MTC application and/or MTC Server.


This cause leads to a congestion situation for which the operator wants to protect its network without affecting other MTC users.

-
an external event triggering massive numbers of MTC Devices to attach/connect all at once.


This cause leads to an overload situation for which the operator wants to prevent its network from a complete collapse. As the overload situation relates to abnormal usage from a multitude of applications and customers, a protection mechanism will affect all or a significant number of MTC applications.

-
recurring applications that are synchronised to the exact (half/quarter) hour.


This cause leads to a peak load situation for which the operator wants to spread the required capacity over time with the goal of reducing the investment needed to fulfil the required capacity demand.

It is important that the mobile network operator has the capability to control signalling network congestion independent of the application providers.

2.1.2
Requirements

2.1.2.1
Signaling Congestion Control Requirements

Congestion control provides means to manage the network load from a particular MTC group and/or related to a specific APN. Congestion control requires the following functionalities

Requirement 1: It shall be possible to reduce signalling load (Attach, PDP/PDN Activation, Service Request, …) from MTC devices related to a specific APN or from MTC Devices belonging to a particular MTC Group.

Requirement 2: Congestion control per APN or MTC group shall be possible with a granularity of a single SGSN, MME, GGSN or PGW.

Requirement 3: In order to reduce network load due to congestion situation, it shall be possible for the network to detach MTC devices belonging to a particular MTC Group and/or related to a specific APN and/or deactivate the bearers belonging to a specific APN or to a particular MTC device group.

Requirement 4: In order to avoid network congestion, it shall be possible for the network to prevent MTC devices related to a specific APN and/or belonging to a particular MTC group from too frequent initiation of attach and/or connection requests

2.1.2.2
Overhead Control Requirements

Overload control provides means to manage the network load from all MTC devices independently from other devices. Overload control requires the following functionalities:
Requirement 5: It shall be possible to reduce signalling load caused by MTC Devices independently from signalling load caused by non-MTC devices

Requirement 6: Overload control shall be possible with a granularity of a single SGSN, MME, GGSN and/or PGW.

Requirement 7: In order to reduce network load due to overload situation, it shall be possible for the network to detach MTC devices selectively and/or deactivate the bearers selectively among APNs or MTC device groups.

Requirement 8: In order to avoid network overload, it shall be possible for the network to prevent MTC Devices from too frequent initiation of attach and/or connection requests
It is for further study how it can be prevented that large numbers of devices re-initiate their deferred attach and/or connection requests at (almost) the same time to avoid excessive network congestion.
Peak shaving requires the following functionalities:

Requirement 9: It shall be possible to reduce (quarter/half) hourly signalling peaks from recurring MTC applications

Requirement 10: It shall be possible to spread over time signalling load of requests from all MTC Devices

2.2
Potential overload issues caused by Roaming MTC devices
If devices configured for MTC have foreign SIMs, the following overload problems are expected: 

· Devices that only power‑up/attach when they need to do something

· Failure of "M2M partner" network

2.2.1
Devices that only power‑up/attach when they need to do something

If the M2M devices with foreign SIMs are normally not-attached to the network, then the VPLMN may only discover that these devices are in its territory when an event happens that causes the device to report back to the "MTC server".

If a large set of such devices get activated by the same event (e.g. burglar alarms with foreign SIMs responding to a power cut or earthquake) then the VPLMN may suddenly get loaded by huge numbers of M2M devices: yet, potentially, the VPLMN would have been totally unaware of the existence of (millions of) these devices.

Without prior knowledge of the number of inactive devices in the geographic area, network capacity planning is close to impossible.

Such scenarios lead to the need for a VPLMN to be able to "survive" a potentially massive increase in unplanned /unpredicted signalling load.

.

2.2.2
Failure of "M2M partner" network
It is likely that many M2M "roaming" devices will be using the network of a PLMN within the same operator group, but not necessarily the same operator within a certain country.

For example, "OperatorX UK" might have a contract to supply 5 million electricity meters in the South of England. To 'enhance' their coverage area, they could equip them with SIM cards from their partner network "OperatorX in country A".

But what then happens if the "OperatorX UK" network fails? These devices will NOT have "OperatorY UK" as a forbidden PLMN and so, when their periodic update fails, they are likely to change network, and, over a potentially fairly short time period, up to 5 million new devices appear on the "OperatorY UK" network.

Requirement 11: Some "tools" in the 3GPP standards may be needed to help manage the above 2 scenarios.
2.3
Solutions

Congestion/overload control solutions proposed in [2] describe mechanisms that start to block signalling traffic or transactions when the system load reaches certain thresholds. There are three basic solutions:

-
Broadcast based solutions that prevent any access from MTC (or low priority) devices, and

-
reject based solutions that imply some MTC device individual signalling. The reject based solution may be further categorised into:

-
Reject by RAN, and

-
Reject by CN nodes.

The following is a cut and paste from the TR [2].
The only safe method to block MTC signalling load without impacting other traffic is the broadcast mechanism. As it is hard to predict whether reject mechanisms alone would be able to manage all potential situations it seems useful to adopt a broadcast solution. The granularity would be rather high so that some reject solution may be needed in addition to perform a more fine granular control.

2.3.1
Evaluation for Congestion Control

For congestion control, a combined solution from "Solution - Rejecting connection requests by the SGSN/MME", and "Solution - Broadcasting MTC Access Control by RAN", provides the most complete, fast and efficient means to manage the network load from a particular MTC group and/or related to a specific APN.

At the immediate onset of a congestion scenario, the first few MTC Devices from the congesting MTC Group/APN requesting RRC and/or NAS access can be rejected assuming there are enough signalling resources available to receive and reject the RRC and/or NAS access requests. To prevent the remaining MTC Device from the congesting MTC Group/APN from sending any access requests during the remainder of the congestion scenario, MTC access barring can be broadcast by the RAN to efficiently bar the specific congesting MTC Group/APN from attempting access. The RRC and/or NAS rejection back-off times and MTC access barring randomization can successful prevent the rejected/barred MTC Devices from almost simultaneously initiating access attempts after the congestion scenario has subsided.

Given this solution is dependent on the implementation of MTC Groups, it does not provide for a low impact on existing 3GPP standards and products and thus is not feasible in Rel‑10.

2.3.2
Evaluation for Overload Control

For overload control, a combined solution from "Solution – Rejecting connection requests by the SGSN/MME", "Solution - Rejecting RRC Connection and Channel Requests by the eNodeB/RNC/BSS", and "Solution - Broadcasting MTC Access Control by RAN", provides the most complete, fast and efficient means to manage the network load from all MTC Devices independently from other devices.

At the immediate onset of an overload scenario, the first few MTC Devices requesting RRC and/or NAS access can be rejected assuming there are enough signalling resources available to receive and reject the RRC and/or NAS access requests. To prevent the remaining MTC Device from sending any access requests during the remainder of the overload scenario, MTC access barring can be broadcast by the RAN to efficiently bar all MTC Devices, low-priority MTC Devices, and/or MTC Devices of a PLMN type from attempting access. The RRC and/or NAS rejection back-off times and MTC access barring randomization can successful prevent the rejected/barred MTC Devices from almost simultaneously initiating access attempts after the overload scenario has subsided. 

Given this solution is not dependent on the implementation of MTC Groups, it provides for a low impact on existing 3GPP standards and products that may be feasible in Rel‑10.

3
Overview of Random Access in UMTS 
3.1
Access Classes

Acces restriction in UMTS is achieved via the mechanism of Access Control, which allows to prevent selected classes of users from sending initial access messages for load control reasons. At subscription, one or more Access Classes are allocated to the subscriber and stored in the USIM [5], which are employed for this purpose.

3.2
Access Service Classes

The physical RACH resources (i.e. access slots and preamble signatures) may be divided between different Access Service Classes (ASCs) in order to provide different priorities of RACH usage. It is possible for more than one ASC or for all ASCs to be assigned to the same access slot/signature space.
Access Service Classes shall be numbered in the range 0 ( i ( NumASC ( 7 (i.e. the maximum number of ASCs is 8). An ASC is defined by an identifier, i, that defines a certain partition of the PRACH resources (SYNC_UL resources in 1.28 Mcps TDD) and an associated persistence value Pi. A set of ASC parameters consists of "NumASC+1" such parameters (i, Pi), i = 0, …, NumASC.

PRACH partitions shall be established using the information element "PRACH partitioning". The persistence values Pi to be associated with each ASC shall be derived from the dynamic persistence level N = 1,…, 8 which is broadcast in System Information Block 7, and the persistence scaling factors si (range = 0.2 to 0.9 in units of 0.1), broadcast in System Information Block Type 5 or System Information Block type 5bis and possibly also in System Information Block Type 6, as follows:

P(N) = 2((N ( 1)
	ASC # i
	0
	1
	2
	3
	4
	5
	6
	7

	Pi
	1
	P(N)
	s2 P(N)
	s3 P(N)
	s4 P(N)
	s5 P(N)
	s6P(N)
	s7 P(N)


Scaling factors si are provided optionally for i = 2,…, NumASC, where NumASC+1 is the number of ASCs as defined by PRACH partitioning. If no scaling factors are broadcast, default value 1 shall be used if NumASC ( 2.
If k ( 1 scaling factors are broadcast and NumASC ( k+2 then the last scaling factor sk+1 shall be used as default for the ASCs where i > k +1. 
The ASC enumeration shall be such that it corresponds to the order of priority (ASC 0 = highest priority, ASC 7 = lowest priority). ASC 0 shall be used in case of Emergency Call or for reasons with equivalent priority.

ASCs are numbered according to the order in which the IEs "ASC Setting" appear in the IE "PRACH partitioning", where the first IE "ASC Setting" describes ASC 0, the second IE "ASC Setting" describes ASC 1, etc.
Note that one drawback of the determination of the persistence value for each ASC #i (i = 2(7) is that it cannot be independently set from ASC 1. In other words, if it is desired to make the persistence value of a particular ASC i to be a lowest possible value (0/2/128), then the persistence value of ASC #1 has to also be set to a low value (1/128) thereby compromising the backoff time associated with ASC #1.
At radio bearer setup/reconfiguration each involved logical channel is assigned a MAC Logical channel Priority (MLP) in the range 1,…,8. When the MAC sublayer is configured for RACH or common E-DCH transmission in the UE, these MLP levels shall be employed for ASC selection on MAC.

The following ASC selection scheme shall be applied, where NumASC is the highest available ASC number and MinMLP the highest logical channel priority assigned to one logical channel:

-
in case all TBs in the TB set have the same MLP, select ASC = min(NumASC, MLP);

-
in case TBs in a TB set have different priority, determine the highest priority level MinMLP and select ASC = min(NumASC, MinMLP).
When an RRC CONNECTION REQUEST message is sent RRC determines ASC by means of the access class. The ASC to be used in these circumstances is signalled to MAC by means of the CMAC-CONFIG-REQ message.

If MAC has knowledge of a U-RNTI then the ASC is determined in the MAC entity. If no U-RNTI has been indicated to MAC then MAC will use the ASC indicated in the CMAC-CONFIG-REQ primitive.
3.3
Mapping of Access Classes to Access Service Classes

Access Classes shall only be applied at initial access, i.e. when sending an RRC CONNECTION REQUEST message. A mapping between Access Class (AC) and Access Service Class (ASC) shall be indicated by the information element "AC-to-ASC mapping" in System Information Block type 5 or System Information Block type 5bis. The correspondence between AC and ASC shall be indicated as follows.

	AC
	0 - 9
	10
	11
	12
	13
	14
	15

	ASC
	1st IE
	2nd IE
	3rd IE
	4th IE
	5th IE
	6th IE
	7th IE


In the table, "nth IE" designates an ASC number i in the range 0 - 7 to AC. If the ASC indicated by the "nth IE" is undefined, the UE behaviour is unspecified.

For the random access and the Enhanced Uplink in CELL_FACH state and Idle mode, the parameters implied by the respective ASC shall be employed. In case the UE is member of several ACs it shall select the ASC for the highest AC number. In connected mode, AC shall not be applied.

3.4
Access Class Barring Mechanism
The Access Class Barring (ACB) mechanism was introduced to handle overload situations in the core network. It is applicable in both Idle and RRC connected modes. Within UTRAN, the Access Class barring information is sent in the Cell Access Restriction IE which is sent in SIB 3and SIB 4. The network can bar specific access classes (0-9). For example, if AC 0 1 are barred it means that 20% of devices are barred in the network. A fair access class barring mechanism will rotate the barred access classes.

In UMTS Release 6, as part of the Domain Specific Access Control (DSAC) feature, RRC signaling was introduced [6] to differentiate access control for CS and PS domain calls. This form of access contol applies a restriction on RRC Connection Requests to send an INITIAL DIRECT TRANSFER message towards the restricted domain i.e. CS or PS RRC Signalling was also introduced to differentiate access restrictions on a per operator basis in a shared network environment. In this case, the UE checks the PLMN of the cell in order to apply the restriction.
3.5
Legacy RACH transmission control procedure
The legacy transmission control procedure is shown in Figure 1. 
The key parameters of this procedure are as follows:
· Maximum number of preamble retransmissions
· 1(64

· Max number of Preamble Ramping cycles
· 1(32

· Persistence value Pi for each ASC #i
· P0 = 1

· P1 = P = 2-(N-1) where N (dynamic persistence level) is a signaled RRC parameter (1(8)

· Pi = 0.0016525( 0.9 for i = 2(7

· At the start of any preamble transmission cycle, the UE continuously waits in units of 10ms until it draws a random number that is less than the dynamic persistence value Pi.

· As shown in [7], this turns out to be a very important parameter with regard to RACH overload control and RACH capacity is highly sensitive to this parameter setting.
· Number of signatures per PRACH
· Number of PRACH
· Available access slots
· PRACH power ramp

· NBO1
· 0(50

· When the UE receives a NACK in response to it’s preamble transmission, the UE selects a random number between 0 and NBO1. The UE then sets an expiry timer TBO1 = 10ms *NBO1 and after this timer elapses, it can resume the RACH procedure.

· This parameter plays an important part in distributing RACH transmission load in overload scenarios.
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Figure 1: Legacy RACH transmission control procedure
3.6
EUL in CELL_FACH and Idle mode transmission control procedure

[image: image2.emf]   

Increment preamble transmission  

counter M  

Send PHY - ACCESS - REQ  

(   start    of     L1    random  access     

transmission  procedure)  

M   

  

    M  

max  

    ?  

N  

Y  

Indicate to higher layer  that maximum number of  preamble cycles have been  reached (TX status   "unsuccessful")    

L1    access info   

?  

N   ack  

E - DCH Resource Index  

No    Ack  

(A)  

Draw random number    0   

  

 R i  

  

 1  

R   

  

    P i    ?  

N  

Y  

Wait expiry  

Timer T  

2  

 (10 ms)  

Set and wait expiry  

timer T  

BO1  

 (N  

BO1  

    *10 ms)  

M := 0  

Start  

Get  P RACH  preamble tx control     para -  

meters  from RRC:    M  

max  

,   

N  

BO 1min  

,  

N  

BO1max  

, set of ASC parameters  

N  

Any data to be  

transmitted   ?  

Y  

NOTE: MAC  receives  random  access   tx control parameters from  RRC with CMAC - CONFIG - Req  primitive whenever one of the  parameters is updated  

Update  random access    tx control  

parameters  

Wait expiry  

Timer T  

2  

 (10 ms)  

Wait expiry  

timer T  

2  

 (10 ms)  

Set Timer T  

2  

 (10 ms)  

ASC selection:    (PRACH partition i, P i )  

End  

Send CMAC - S TATUS - Ind  (E - DCH  resource index)     )   index)  

Receive CMAC - CONFIG - Req from RRC ( E - DCH  p arameter, E - DCH transmission ba c k off,  et c . )  

CCCH data  transmission ?  

(B)  

yes  

no  

( continuation,  s ee figure  11.2.2 A - 2 )  

(continuation,  see figure  11.2.2 A - 3 )  


Figure 2: EUL in CELL_FACH and Idle Mode transmission control procedure
4
RAN modifications to handle MTC overload in CN
As shown in [7], if we were to assume all the devices to be MTC devices, preliminary analysis of RACH capacity in time limited deterministic events, suggests that the existing RACH transmission control procedures can ensure an access success probability of ~1 with an acceptable average access delay. Note that this analysis did not account for the RoT impact due to RACH transmissions. However, if the MTC devices were to coexist with other devices, then we recognize the need to make minor modifications in RAN specifications to accomodate MTC devices.

We identify below some simple modifications to existing 3GPP RAN L2 specifications to help meet Requirements 1 through 11.
Proposal 1: The MTC device is aware that it is an MTC device.

Proposal 2: Reuse and map existing access classes (0-9) to MTC devices.
Proposal 3: Extend existing access class barring method(s) to allow access restriction for MTC devices. A new set of ACB lists can be broadcast which is applicable to MTC devices.

Proposal 4: The maxium possible number of ASC (8) is not modified due to MTC device operation.
Proposal 5: For the MTC device, introduce 2 separate configurable parameters that are broadcast on SIB7

· dynamic persistence value PMTC
· 0 ≤ PMTC ≤ 1

· The signaled persistence value replaces the existing procedure to determine the persistence value as a function of the persistence scaling factor and the dynamic persistence level N. In other words, even if the MTC device is mapped to the same ASC as a non-MTC device, the dynamic persistence value for the MTC device is PMTC.

· unit of time interval Tper between persistence checks

· The range is FFS

Proposal 6: Upon reciving a NACK, the MTC device sets the expiry timer TBO1 = NBO1*Tper. 

Proposal 7: The MTC device should be capable of the EUL in CELL_FACH procedure.

5
Conclusions
In this contribution, we have reviewed the SA2 overload scenarios and associated requirements that are relevant to handling high overload situations in the core network. We also reviewed the existing random access procedures that are available in UMTS FDD and proposed some simple modifications to these procedures to help prevent the MTC UEs from overloading the core network (CN). Due to the nature of distributing the load over the air, the proposed modifications in turn also have the additional benefit of preventing the MTC UEs from overloading the radio access network (RAN).
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