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1. Introduction

The email discussion on MBMS counting following RAN2#71 (as summarised in [4]) came to the conclusion that the RAN is not involved in any mechanism for providing a service via unicast bearers after it has been deactivated in MBMS.  However, it was clear from the online discussions that some operators are interested in using counting as a mechanism to trigger a change from multicast to unicast (Figure 1).
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Figure 1: The status quo after RAN2#71
This paper examines some of the implications for counting if it is used to enable this behaviour.  Note that we do not consider RAN involvement in the maintenance of unicast bearers; however, it may be necessary to determine if a RAN action triggered by a counting procedure is detectable by the core network in a way that allows provision of the same user service over a new bearer.

This paper is submitted to both RAN2 and RAN3; each proposal indicates the responsible working group.
2. Discussion

2.1. Tradeoff between MBSFN and unicast
Per [1], when a service switches from MBSFN to unicast, the average user may be expected to see a drop in signal quality of ~9 dB (this was in the scenario least favourable to MBSFN as studied in [2]).
What this means for data rates obviously depends on the actual SNRs involved as well as the MCS (remembering that the drop in SNR might well force a change in modulation).  However, as a general guideline, the analysis of [3] found changes in throughput on the order of a factor of 5 between the supportable transmissions at realistic SNRs in this general range (e.g., between the -3.5 dB and +4 or +5 dB thresholds in Table 1).

That is, a system with more than one MBMS user per five cells is very likely to be better off transmitting a service via MBSFN than via unicast.  If the network scenario is even slightly favourable to MBSFN transmission, then the same analysis should apply to an even sparser population.

Conclusion 1: The break-even point for MBSFN transmission is substantially less than 1 interested UE per cell.
Note, too, that since transmission is assumed to be an on-or-off decision affecting the whole MBSFN area (i.e., no dynamic reshaping of MBSFN areas), the distribution of these users is not important in terms of system capacity, though it obviously affects individual cell capacity.  We will return to this issue below.
2.2. Implications for the counting procedure

The email discussion of [4] determined that counting should be carried out by a new RRC message, meaning that the counting signalling terminates at the eNode B.  No explicit decision was made on the question of whether counting responses are then collected by the eNode B and an estimate of users sent to the MCE, or counting responses are forwarded individually to the MCE.  However, we assume that the former is more in keeping with the intentions of the design thus far.  We therefore present the following proposal with the expectation that it just confirms what was already intended.

Proposal 1: Each eNode B should make a separate estimate of the number of interested UEs, and forward the result to the MCE.

A flow diagram for this procedure at a high level is shown in Figure 2.
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Figure 2: High level flow of counting procedure
If counting is considered as a means of deciding between multicast (MBMS) and unicast (non-MBMS) delivery, then the activation/deactivation procedurethat  results from the MCE’s counting decision needs to be understood in order to determine whether the core network has enough information to make the same service available.  In particular, it should be borne in mind that there may be multiple MBSFN areas transmitting the same service (e.g., a large country might have MCEs controlling the MBSFN areas for each city separately, rather than a single nationwide MBSFN area), so that a service may be deactivated from the perspective of one MBSFN area while it is still active in another.

Conclusion 2: Deactivation of a service as a result of counting may mean that the service is still being sent from the BM-SC to MBMS GWs serving some other MBSFN areas.

As seen from the viewpoint of the MBMS GW, deactivation consists simply of having all the eNode Bs drop out of the multicast tree; i.e., there appears to be no mechanism for explicit signalling of deactivation from the MCE to the MBMS GW.  Moreover, there seems to be no way for the MBMS GW to recognise that the defoliation of its tree is the result of counting.
After some investigation, we are unsure what the expected behaviour of the MBMS GW is at this stage.  There is no control protocol between the MBMS GW and the BM-SC, so it appears that the BM-SC will continue blindly streaming data to the MBMS GW until the session ends of its own accord.  This may be the right behaviour (it allows quick re-activation), but it seems not to have been considered as a possible consequence of counting and we would like to raise the issue of whether some specified behaviour or communication towards core network entities is useful.

Proposal 2: RAN3 should discuss whether the information available to the MBMS GW in case of deactivation is sufficient and whether any interaction with core-network entities should be triggered.
2.3. Distribution of users and “counting to 1”

Conclusion 1, above, may suggest that there is no point in any finer granularity than a “counting to 1” functionality, since having a single user in a cell could be understood to justify involving that cell in an MBSFN transmission.  However, as noted above, the distribution of users does not matter for the system-level capacity; a thousand users in a single cell represent the same tradeoff of radio resources for the entire MBSFN area as a thousand users scattered across different cells (though obviously not for the cell when considered individually).

In particular, it is not sufficient for the MCE to know how many cells (or eNBs) are serving interested users; to judge the radio-resource tradeoff between MBMS and unicast, the MCE must also know the number of users per cell.  The accuracy of this number of course will not be perfect (if nothing else, it excludes idle users), but the low number of users that represent the break-even point implies that the number needs to be fairly accurate, particularly at low values.
Conclusion 3: Each eNode B needs to be able to make a reasonable estimate of the number of users, including in conditions of an unevenly distributed audience.

It follows that each eNode B should be able to manage counting independently; that is, if there is a counting probability (which we would still favour to limit signalling load; and see below), it is set by the eNode B, not by the MCE.

Proposal 3: The counting probability factor, if included in the design, should be set by the eNode B.

It then becomes an eNode B functionality to choose the probability factor based on the eNode B’s own load conditions, estimate the number of users based on the number of responses, and forward the result to the MCE.
2.4. Idle mode: the elephant in the room

Returning again to Conclusion 1, yet another consequence of this observation is that quite a small number of uncounted (e.g., idle-mode) users could change the counting decision.  For connected-mode counting to provide an estimate of the user population accurate enough for these purposes, there must be very few idle MBMS users.

Although LTE UEs are of course more likely to be in connected mode than UMTS UEs, it still seems unlikely (though of course not impossible) for a user to be watching video while in a call; that is, UEs receiving MBMS are still more likely than other UEs to be in idle mode.  Worse, the services for which counting is important are the ones with relatively small user populations (no one would bother to count for a World Cup final), which means that counting is important only when the statistical effect of a few uncounted idle-mode users is at its worst.
Conclusion 4: Counting only connected-mode users is essentially never useful.

Providing a mechanism for counting at transition to connected mode, as proposed by several companies already, would give the system most of the tools needed to support counting idle users as well.

Proposal 4: Introduce a mechanism for counting at RRC connection establishment.

If such a mechanism is present, there is really no additional work to support counting of idle users; however, if idle users are counted, the RACH could be overwhelmed and it would be good to have the MBMS probability factor retained from UMTS.

Proposal 5: Allow interested UEs to request an RRC connection specifically for counting, based on a probability factor, as was done in UMTS.

While adopting Proposals 4 and 5 would involve some additional stage 3 work, the probability-factor design can be almost entirely reused from UMTS, which would limit the complexity.
3. Conclusion

This paper makes the following proposals:
Proposal 1 [RAN3]: Each eNode B should make a separate estimate of the number of interested UEs, and forward the result to the MCE.

Proposal 2 [RAN3]: RAN3 should discuss whether the information available to the MBMS GW in case of deactivation is sufficient and whether any interaction with core-network entities should be triggered.
Proposal 3 [RAN3]: The counting probability factor, if included in the design, should be set by the eNode B.

Proposal 4 [RAN2]: Introduce a mechanism for counting at RRC connection establishment.

Proposal 5 [RAN2]: Allow interested UEs to request an RRC connection specifically for counting, based on a probability factor, as was done in UMTS.

RAN2 and RAN3 are requested to discuss and conclude on these proposals.
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