Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG-RAN2 Meeting #71bis

 
R2-105465
Xian, China, 10 – 15 October, 2010
Agenda item:

4.3.1.3

Source: 

LG Electronics Inc.
Title: 


MDT Log Transport 
Document for:


Discussion
1 Introduction 

In RAN2#71bis, it was confirmed that inter-frequency/inter-RAT neighbour cell measurements can be included in MDT log in addition to intra-frequency neighbour cell measurements. It is clear that including many neighbour cells will increase MDT log size. The size of MDT log highly affect how we resolve the FFSs on UE MDT memory and whether to support MDT log segmentation or not. This paper tries to conclude on whether we need to support MDT log transfer via log segmentation, and how we support it. 
2 Discussion 
2.1 MDT log size
To conclude on whether we need to support MDT log transport over multiple RRC messages (i.e., MDT log segmentation), it should be first investigated how large the MDT log may grow up. When it comes to the size of MDT log, simple calculation will reveal that these neighbour cell measurements occupy much big portion of total size of MDT log as follows:

For simplicity, we assume that:
· UE can include N neighbour cells up to M frequencies. 

· Logging interval: K sec
· Logging duration: 3 hours

Each MDT log consists of:

Table1. Log contents and size

	
	 Mutiplicity
	Size (bit)
	Total (bit)

	Serving cell

> Serving cell E-CGI

> Serving cell RSRP&RSRQ
	1

1
	52

13
	65

	Neighbour cell (intra/inter)
> Neighbour cell identification

>> Frequency ARFCN

>> Physical Cell Id

>>> neighbour cell RSRP&RSRQ
	M-1 (-1 due to intra freq.)
N*N
M*N
	16

9

13
	16(M-1)+22MN

	Location*
	1
	68
	68

	Timing (DD:HH:mm:ss)*
	1
	26
	26


* the size of location and timing may not be exact 

So the total log size collected during 3 hours is as follows:

Table 2. Total log size 

	K,M,N
	Total log size (byte)
	K,M,N
	Total log size (byte)

	K=5sec, M =1, N=1
	48870
	K=10sec, M=1, N=1
	24435

	K=5 sec, M=2, N=2
	71010
	K=10sec, M=2, N=2
	35505


As seen from this table2, even with the values of K=10sec, M=1, N=1,  the total log size is already exceeding PDCP PDU size (8088 bytes). This means that assuming that MDT memory is larger than PDCP PDU size, the log size will grow up larger than PDCP PDU size during logging, which means that transport of such a big log via single RRC message is not possible. 
One way of handling is to define MDT memory size that is no larger than max PDCP PDU size. Then UE will anyway stop logging when its MDT memory is full, and when it gets the chance to send logs, it will be able to send it by a single RRC message. This approach is however not so appealing because MDT UE will suspend logging due to its full MDT memory even when it actually experience coverage problem which is desired to be logged. 

Another way is that we decide to support transport of MDT log using multiple RRC messages, i.e., MDT log segmentation over multiple RRC messages. We prefer to adopt this approach, and in the following, we look at the detailed aspects of this segmentation methodology.  
Proposal 1 Transport of MDT log using multiple RRC messages is supported in Rel-10
2.2 MDT log transport
In the following two aspects are investigated: log retrieval model and segmentation method.
A. Log retrieval
As a first step for MDT log transport supporting log segmentation, two models of log retrieval are suggested as follows:
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(a) Model1: one log request and multiple log respnses  
  (b) Model2: multiple log requests and multiple log responses
Figure 1. illustration of two log transmport models

Table1.
	
	Description
	Note

	Model 1
	one log request and multiple log responses
	In current specification, one UEInformationRequest message is associated with one UE InformationResponse. In model 1, one UEInformationRequest is associated with multiple UEInformationResponse messages. This change allows eNB to skip signalling of UEInformationRequest when segmentation of MDT is applied. 

	Model 2
	multiple log requests and multiple log responses
	NO change of association between one UEInformationRequest and one UE informationResponse. Transport of each MDT segment will require signalling of UEInformationRequest. Transport of each segment is under eNB control. 


Proposal 2 RAN2 discuss which model is chosen as MDT log transport mechanism supporting log segmentation
B. Log segmentation
Segmentation method

Now we investigate the method of log segmentation in detail. Depending on when segment size is determined and who determine the segmentation size, three options seem possible: 

Table 2.

	
	Description
	Configurability
	Appropriate Model

	Option1
	The size of all segments is equal .
	The size of segment should be pre-determined or configured by IdleLoggingConfiguration or UEInformationRequest
	Feasible with Model 1 and 2

	Option2
	The size of each segment can be different
	The size is determined by network each time network retrieves MDT log, i.e., when sending UEInformationRequest
	Only feasible with Model 2

	Option3
	The size of each segment can be different
	The size is autonomously determined by UE
	Feasible with Model 1


From our view, option 2 and 3 are providing unnecessary freedom of segmentation to network and UE respectively. Option1 seems to be reasonably simple and also work well. Therefore our preference is option1. 
Proposal 3 RAN2 discuss which option in the above should be adopted for segmentation mechanism of MDT logs
Whatever segmentation method is taken, each segment should be self-decodable such that eNB can transfer each segment to MDT server as complete information. That is, one log sample collected on a certain logging moment should not be spitted into two different segments. This should be captured as general segmentation principle. 
Proposal 4 Each segment should be still self-decodable. 
Ambiguity on last segment

If segmentation is done, there arises some ambiguity at eNB side: when eNB receives segment of logs, eNB does not know whether the UE has sent all MDT logs or only part of logs, i.e., ambiguity on emptiness of UE MDT memory. If such ambiguity is not resolved, then eNB may release RRC connection of the UE which still has a MDT log to send. To resolve this ambiguity, two further indications may be considered:

·  
Total log size indication: UE also indicates the total size of logs in MDT-ReportAvailable. Then eNB can assume that there is more logs to be sent by the UE until it receives the indicated amount of logs from the UE. Alternatively UE can indicate the expected number of segments in MDT-ReportAvailable.
·  
End log marker: UE tags end log marker at the last of the segment in UEInformationResponse. Absence of the end marker should be interpreted as “the UE has more logs to send” by eNB 
Proposal 5 RAN2 discuss how to resolve the ambiguity on emptiness of UE MDT memory, and adopt one of suggested solutions. 
Our preferred mechanism on MDT log transport is Model1 + option1 + end log marker as illustrated in Figure 2. This combination has least specification impact and well supports MDT log segmentation. 
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Figure2. Proposed model to support MDT log segmentation
3 Conclusion

Proposal 6 Transport of MDT log using multiple RRC messages is supported in Rel-10

Proposal 7 RAN2 discuss which model is chosen as MDT log transport mechanism supporting log segmentation (one log request and multiple log responses vs. mutiple log requests and multiple log responses)
Proposal 8 RAN2 discuss which option in the above should be adopted for segmentation mechanism of MDT logs (the size of all segments is equal vs. the size of each segment can be different, is determined by network vs. the size of each segment can be different, is determined by UE)
Proposal 9 Each segment should be still self-decodable. 
Proposal 10 RAN2 discuss how to resolve the ambiguity on emptiness of UE MDT memory, and adopt one of suggested solutions. (total log size indication vs end log marker)
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