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Introduction
The in-device coexistence scenarios from the point of view of LTE were summarized in [1], including scenarios where inter-frequency or inter-RAT handover mechanism cannot solve the coexistence issue. Possible solutions include time-division multiplexing (TDM) of LTE with the conflicting technology. 
The scope of the TDM solutions also depends on the use cases that need to be supported. In [1], the following use cases were identified as the co-existence use cases that need to be supported:
(1) LTE + BT ear phone 
(2) LTE video download + BT for streaming the audio component
(3) LTE + WiFi portable router
(4) LTE + WiFi traffic offload
(5) LTE + GPS reception
In this paper, we outline the requirements on TDM solutions to support the usage scenarios 2-4. Please see [3] for an analysis of scenario 1. 

Requirements
In general terms, TDM solutions involve not scheduling a conflicting transmission or reception for one technology in order to allow the reception or transmission of the other technology, respectively. The impact of these missed opportunities would a throughput loss and, eventually, an increase in the latency of the stopped. Hence, the extent to which TDM can be done depends on the latency target for the traffic.   
For the first usage usage scenario (LTE + BT ear phone) BT typically uses the enhanced synchronous connection oriented (eSCO) mode for conversational audio. As discussed in [2], the latency target for this traffic is very stringent, as low as 3.75 ms in the worst case. Hence, allowing BT transmissions and receptions would require that LTE vary its scheduling in a similar time-scale, and this could be a stringent restriction on the eNB scheduler, especially in the presence of multiple UEs with such a co-existence scenario.  See [2] for further discussion of this scenario. 
For the remaining usage scenarios, the latency requirements are less stringent and can be met by different mechanisms (like gaps set be eNB with different levels of UE inputs as well as the BSR/CQI scheme where gaps are controlled by UE [4]) varying the scheduling over periods of tens of milli-seconds. The goal would be to create gaps in the schedule of the co-existence UE and we refer to the resulting scheduling pattern as a gap pattern. The gap pattern is characterized by an ON period and an OFF period, along with a phase for the pattern, i.e. where the ON period begins with respect to an appropriate time reference. Based on this, the requirement for the remaining usage scenarios, using the radio interface latency constraints in [4] (and included in the appendix for completeness),  can be outlined as follows:
Scenario 2: For LTE video streaming with the audio stream terminated over BT, the audio stream typically uses the advanced audio date profile (A2DP) for Bluetooth and the latency for typical implementations range from 30-60 ms. Hence, the ON period of LTE should not exceed this range. The latency requirement is less stringent on the LTE side, ranging from 130 to 280 ms at the radio resource [3]. Hence, the maximum gap period for LTE can be as much as 130 ms.[footnoteRef:1] However, we would like to minimize the LTE gap and the smallest gap is determined by the time needed for A2DP to clear its buffer, which in turn depends on BT link condition.  Hence, the gap should be made flexible and can range from 15 ms to 60 ms for typical implementations. Within these ranges, the gaps can be chosen to provide a tradeoff  between LTE impact and BT impact. For example, under good BT link conditions, the normal period could be 60 ms and the gap period could be 30 ms. For worse BT and better LTE link condition, the normal period could be 45 ms and the gap could be 60 ms.  [1:  The requirement in [4] for overall latency is 150msec, and per the same document, 20 msec is to be subtracted to get the latency for only radio interface. ] 

Since the gaps are determined partly by the link condition of the other technology and by implementation constraints such as buffer sizes, it is recommended that the UE should be able to influence the choice of the gap pattern.
Furthermore, there are no events in the traffic of either technology that occur at particular times, hence there are no requirements on the phase of the gap pattern. 
In summary, for usage scenario 2:
· The LTE ON duration is to be around 30-60 msec
· The LTE OFF duration is to be around 15-60 msec
· The need for the pattern offset is unimportant 
Scenario 3: For the usage scenario 3 (LTE/WiFi portable router), for typical applications e.g. streaming, we think that the same requirements as usage scenario 2 will be sufficient. Meaning, stations communicate with the portable router in UE for 30-60msec and the router uses the LTE link as a backhaul for 30-60msec. We note though that a more stringent application like LTE real-time gaming [3], which has a 30msec latency constraint in LTE only links, may call for a different requirement. Basically, in usage scenario 3, WiFi is part of the communication link and whether or not the same latency constraint is required needs further discussion.
In summary, for usage scenario 3: The gap pattern depends on traffic and for typical streaming applications: 
· The LTE ON duration is to be around 30-60 msec
· The LTE OFF duration is to be around 15-60 msec
· The need for the pattern offset is unimportant 
Scenario 4: For the usage scenario 4 (LTE/WiFi traffic load), the delay requirements are the same as in the above scenario. However, the WiFi terminal is also required to listen to the periodic beacon from the AP in the scenario. Regularly receiving the beacon is important to maintain the WLAN link since it carries information to help UE and AP synchronization. In addition, if UE is in the power save mode, the beacon carries information on traffic availability from AP to UE which can be retrieved by UE through sending PS-POLLs. Since the UE is aware of the timing of the WLAN beacons, to make sure the beacons are received, it is recommended that the UE should be able to influence the choice of the phase in this scenario.
In summary, for usage scenario 4:
· The LTE ON duration is to be around 30-60 msec
· The LTE OFF duration is to be around 15-60 msec
· The need for the pattern offset is important 
Proposal 1:  UE should be able to influence the choice of the pattern gap
Proposal 2: Add summary for scenarios 2-4 in TR
The above requirements are specified irrespective of whether the interference is from the LTE transmitter to the receiver of the other technology, or vice versa. For the case of LTE Band 7 with BT/WLAN, the interference is likely to only be from the LTE Tx and creating gaps only in the UL traffic may be sufficient. This is because, without UL traffic, ACKs and channel quality reports for the downlink have small payloads and may not cause interference to BT/WLAN. Hence, there may not be a need to impact LTE DL throughput in such cases. To provide flexibility for such scenarios and minimize LTE impact, a final requirement on the gap patterns is as follows:
Proposal 3: The gap patterns should be configurable only for the LTE UL, or for both UL and DL.  Since the UE is aware of whether the interference is unidirectional or bidirectional, it is recommended that the UE be able to influence this configuration
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Appendix
Table 1:  Standardized QCI Characteristics form [4]
	QCI
	Resource Type
	Priority
	Packet Delay Budget (NOTE 1)
	Packet Error Loss
Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	3
	50 ms
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	5
	300 ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	5
(NOTE 3)
	
	1
	100 ms
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	

300 ms
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	NOTE 1:	A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.
NOTE 2:	The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.
NOTE 3:	This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.
NOTE 4:	This QCI could be used for prioritization of specific services according to operator configuration.
NOTE 5:	This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".
NOTE 6:	This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.




