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Discussion
1 Introduction
The RAN WI (RP-101026) generated to cover the SA2 requirements captured the RAN objectives as follows:

1. For both UMTS and LTE, introduce an additional establishment cause to allow RAN node to differentiate low priority MTC traffic/signalling (and possibly other MTC traffic/signalling) from other traffic/signalling. 

2. RAN2 should review the SA2 overload scenarios (simultaneous access from many MTC devices and failure of the serving network for roaming UEs), consider what RAN solution can address these, and:

· Identify and specify mechanisms to prevent MTC UEs from overloading the network 

The second objective can be seen as the main objective, while the first objective is a specific solution.
As the RAN WI was driven by the set of requirements from SA2, it is useful to examine the RAN impacting parts extracted from SA2’s analysis provided in the LS (S2-104432):

7.1(d) RRC connection reject messages with extended wait times (as per 6.26) could impact 25.331 and 36.331 and should be considered by RAN2 and 44.018 by GERAN2. CT1 may need to consider such a RRC behaviour when NAS procedures request service and RRC timer are longer than NAS timers.

7.1(b) M2M device indications in GSM Channel Request Message (44.018) to be handled by GERAN2. UTRAN Connection Establishment and IDNNS (25.331), E-UTRAN RRC Connection Establishment (36.331) to be handled by RAN2. 

The E-UTRAN RRC establishment cause is already passed via S1 to the MME so that any MTC specific value might be also signalled to the MME. Considering passing an RR/RRC establishment cause to SGSN/MSC via Iu/Gb/A is a topic for RAN3 and GERAN 2. Alternatively CN functions of 7.1(e, g, h,i) base on a NAS level “MTC indication”, which would enable deployment independent from RAN MTC functions and make any signalling of RR/RRC establishment causes via Iu/Gb/A redundant. The “MTC indication” to MME/SGSN/MSC on NAS level is for CT1. 
7.1(c) RAN triggered ACB for MTC Devices - including how to represent these classes - is a topic for GERAN 2 and RAN2. [..] Overload signalling from CN to RAN is for GERAN 2 and RAN 3. [..]  SA 1 updates to 22.011 are needed. There are potential issues with support of ACB based overload control for pools where some control nodes are overloaded and others are not overloaded. This should be considered further by GERAN 2, RAN 2 and RAN3. Current SA2 agreement is that a RAN node only considers the overload signalling from CN for ACB when all nodes in the pool are in an overload state. 
In addition, SA2 also provided the following requirement (no specific solution was suggested):

It should be also considered that as a configuration option all MTC devices might be served by a dedicated CN node of a pool.
This document makes a closer examination of the SA2 requirements/suggested solutions as per second objective of the WI, and discusses possible RAN impacts and solutions.

2 Discussion

2.1 Analysis of SA2 Requirements and solutions
2.1.1 CN overload handling

The primary objective of the work item is to handle CN overload.  However, the WI is also expected to look at the solutions for the RAN overload which can also address CN overload.  Thus the different cases are: 

1) Overload of all CN devices connected to a RAN node

In this scenario RAN node is not overloaded but all the CN nodes are.  All MTC traffic to all CN nodes should be blocked.  This could be done by

a. Blocking all MTC traffic from accessing the RAN

b. Rejecting all MTC traffic during the RRC connection set up procedure

2) Overload of some of the CN devices connected to a RAN node

In this scenario, not all CN devices handling MTC traffic is overloaded.  It is not possible to block all MTC traffic from accessing the RAN.  Thus the solution is limited to:

a. Reject MTC traffic during the RRC connection setup procedure after identifying the CN node serving the UE. 

3) Overload of the RAN and CN node

In this scenario, the RAN node itself is overloaded in addition to one or more CN nodes.  But this is not within the main scope of the WI.  The solution for this case, is limited to:

a. Blocking all MTC traffic from accessing the RAN

4) In addition to handling of overload situation, while not explicitly captured in SA2 requirements, but discussed extensively in RAN is the handling of sudden peak loads.  The CN could be hit with peaks from different RN nodes.  
2.1.2 Longer reject timer values

To have a clearer understanding of the SA2 suggested solution, the following is extracted from the SA2 TR (23.888v1.0.0 section 6.26 Solution – Rejecting RRC Connection and Channel Requests by the eNodeB/RNC/BSS):

This solution addresses (unexpected) unacceptable high load resulting from MTC devices in the Low-Priority-Access category. High load resulting from MTC devices out of this category is not covered.

This is a solution that avoids problems in the network that affects both MTC devices that do and MTC devices (in the Low-Priority-Access category) that do not generate an unacceptable high load.

In the case of priority indication being received from the MTC Device the RAN (E-UTRAN, UTRAN, GERAN) has the opportunity to reject the connection request with a wait time that is appropriate for the access priority indicated by the MTC Device.

It is proposed that the existing wait time range in the rejection messages be extended to allow better control of such MTC "Time Tolerant" devices.

It is proposed that a new "extended wait time" could potentially range in the order of minutes or even hours.

-
allows for CN node specific load control in flex or sharing scenarios (in UTRAN and E-UTRAN, but not GSM)
So the primary purpose for the longer wait times is to prevent overload from low priority MTC devices and Roaming devices (mentioned elsewhere) and also to handle overload of specific CN nodes.  Longer wait times prevent repeated connection attempts by these MTC devices.  This can only be used in conjunction with identification of lower priority MTC device.
2.1.3 MTC specific CN node selection
Another requirement from SA2 it so have the possibility to re-direct all MTC traffic to one or more specific CN nodes.

Assuming that the current CN node selection principles apply also for MTC, the MMEid/IDNSS provided by the UE shall be used by the eNB/RNC for MME/CN selection.  It is only when the MTC UE does not provide a CN identity from within the pool (such as for initial Attach), does the eNB/RNC make a selection of the CN supporting MTC devices.  

This requires identification of the MTC device before establishment of the Iu/S1 connection.
2.1.4 MTC device indication to CN node
SA2 also suggests that RAN re-use the existing mechanism of transferring RRC Establishment cause value to MME defined in LTE and also considering introducing it in UMTS.

This requirement is discussed in more detail below.
2.1.5 Handling of Roaming MTC devices

SA2 had requested identification and de-prioritisation of roaming MTC devices.  However, it is not clear if this is applicable for all roaming MTC devices.  For example, does it apply for all roaming MTC cases irrespective of the application, type of access (Attach/service request) etc.  

3 Summary of the requirements 
For RAN2, the above requirements can be summarised as follows.  At the high level:

1) A mechanism to prevent (low priority?) MTC load on a CN node when the respective CN load is overloaded

At the next lower level, this requirement can be further broken down into:

a) A mechanism to identify MTC devices for purposes of re-directing the MTC traffic to a specific CN node(s), to reject (low priority/roaming) MTC access

i. Whether it is necessary to differentiate between the different types of MTC devices: low priority, Roaming, other MTC devices, etc. needs further clarification from SA2/SA1.
b) A means to “reject” connection attempts from MTC devices to a particular CN node

i. a means to “reject”  connection attempt after identification of the CN node that UE is attempting to connect to
2) Possibility to prevent all MTC traffic if all CN devices is overloaded

3) A means to prevent repeated access attempts when the network (either a particular CN node or all nodes) is overloaded

4) A means for UE to provide information MTC device information/cause value to the CN node

Much of the information that is needed by the CN to identify the nature of the MTC traffic is likely to be available already in the RAN over RRC protocol at the time of the Connection establishment.  As mentioned by SA2, the establishment cause value and UE id is already provided to the CN node in LTE.  So it seems reasonable to continue with that approach.

However, the primary motivation for “re-using” the cause value in LTE was to reduce the size  of the NAS Service request message that is carried in Message 5 as larger message 5 will have an impact on the critical Idle to Active transition.  For MTC devices, the transition time is not so critical.

Further, even in LTE, for non-time critical messages such as TAU/Attach, NAS messages itself carry all the information necessary for NAS even if it was available in RAN.  The same applies for UMTS NAS messages.

Hence it is proposed that: while it is possible to transfer to CN node any information collected using RRC protocols for RAN purposes, we should not attempt to collect information from UE using RRC solely to pass to the CN.
5) Need to clarify if there is a requirement to prevent MTC traffic spikes towards CN

6) Possibly identification of Roaming MTC devices (with additional classification)

It is proposed to seek clarification from SA2 on whether a common handling should apply for all roaming MTC or if there is a need for different handling depending on the nature of access, type of the application, type of access (Attach/service request) etc.  
4 Summary of proposals

It is proposed to discuss and agree on a common set of RAN requirements for further work as follows:

1. A mechanism to identify MTC devices for purposes of re-directing the MTC traffic to a specific CN node(s), to reject (low priority/roaming) MTC access.  Whether it is necessary to further differentiate between the MTC devices needs clarification

2. A means to “reject” connection attempts from MTC devices to a particular CN node

3. Possibility to prevent all MTC traffic if all CN devices is overloaded

4. A means to prevent repeated access attempts when the network (either a particular CN node or all nodes) is overloaded

Further clarification is needed on:

1) whether it is necessary to differentiate between Low priority MTC devices, Roaming MTC devices, Other MTC devices.  

2) Whether it is necessary to handle load spikes to the CN

Suggest to CT1 to use NAS specification to retrieve NAS specific information.  And that RAN2 can provide to MME whatever information it has retrieved from UE for RAN purposes if necessary.(the list of IEs is FFS).
