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1. Introduction
The proposal of improving end user satisfaction in LTE Rel-10 [1] was submitted to last RAN2 meeting. Some comments and questions are obtained at the last meeting, such as: 

· Why QCI cannot meet the end user satisfaction requirement?
· What information is necessary for eNB scheduler?
In this contribution, we intend to clarify them and give details of our consideration. Moreover, the possible impacts on the current specification are also analyzed in this contribution.
2. Clarifications 
As mentioned in [1], we focus on improving the end user satisfaction of the applications based on the transmission control protocol (TCP). In [1], the comparison of the conventional proportional fairness packet scheduling (PFPS) and the desirable packet scheduler with narrowing down is show in Fig.1. 
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Figure 1:  Example on improvement in the end user satisfaction
The end user satisfaction depends on how long it will take to receive the data unit in the application layer completely, which is defined as reception completion time in this contribution.
2.1. Why QCI cannot meet the end user satisfaction requirement?

In order to provide the desired quality of service (QoS) of applications to end users, the QoS class indicator (QCI) is defined in the LTE systems. Using the QCI, the guaranteed bit rate (GBR) and packet delay budget can be considered in the packet scheduling. However, both of them are designed for layer 1/2 packets. For those applications based on a straightforward user datagram protocol (UDP) without any additional control processes, the characteristics of the layer 1/2 packets and the data units in the application layer are highly correlated. Therefore the QCI designs are applicable to meet the end user satisfaction with the UDP-based applications. However, for those applications based on the TCP with additional congestion control, acknowledge and retransmission control, the correlation between the characteristics of the layer 1/2 packets and the data units in the application layer is relatively low. Therefore, the QCI designs cannot meet the end user satisfactory with the TCP-based applications.
Observation 1: The QCI design can not meet the end user satisfaction with the TCP-based applications.
2.2. What information is necessary for eNB scheduler? 

As analyzed in [1], narrowing down the candidate users based on some metrics corresponding to the performance of the upper layer before resource allocation is desired. In this contribution, we consider the metrics corresponding to the performance of the upper layer is the estimation value of the congestion window in the TCP layer, which can be estimated by the number of IP packets arrives the layer 2 buffer simultaneously. 

The congestion window is one of the factors that determine the number of bytes that can be transmitted from the upper layer to layer 2. Normally, the congest window increases linearly when the acknowledgments reach the sender on time, whereas it decreases by half when timeout occurs (acknowledgements do not reach the sender on time). Therefore, a large congestion window means the data unit transmission is progressing smoothly and the reception completion time can be reduced. 
Simulation results of the reception completion time with LTE uplink air interface are shown in Fig.2. The legend “w/o narrow down” means that the resources are allocated to UEs depending on the conventional proportional fairness packet scheduling (PFPS) whereas the legend “w/ narrow down” means that the resources are allocated to UEs as follows:

· Step 1: Narrow down the N candidate users depending on the descending order of congestion window of the TCP layer.
· Step 2: Allocate resources only to the selected candidate users in Step 1 (conventional PFPS)
· Step 3: Allocate the remainder of available resources after Step 2 to other users that are not selected as candidate users in Step 1 (conventional PFPS). 
The simulation parameters are shown in Appendix A. In this paper, two traffic loads, light traffic load and heavy traffic load are assumed. The subframe occupation rate (, which is defined as the ratio of subframes that are assigned to end users to all subframes are also depicted in APPENDIX A. 
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Fig.2 CDF of the reception completion time of data unit
Simulation results in Fig.2 show that:

· majority of data units experience almost the same reception completion time without narrowing  down, as analyzed in [1]
· when the traffic load is light, the reception completion time of about 11.7% of data units is less than 1.5 seconds whereas about 78.0% of data units in a similar reception completion time ranges from 1.5 to 2.5 seconds 
· when the traffic load is heavy, the reception completion of only about 12.0% of data units is less than 3 seconds whereas about 75.9% of data units in a similar reception completion time ranges from 3 to 5 seconds
· the reception completion time of data unit is improved by narrowing down
· light traffic model: If the target reception completion time is 1.5 second, the number of data units satisfied with the target reception completion time is improved from 11.7% to 40.7%
· heavy traffic model: If the target reception completion time is 3 second, the number of data units satisfied with the target reception completion time is improved from 12.0% to 45.5%
Observation 2: With narrowing down the candidate end users using estimation value of congestion window in the TCP layer, the reception completion time of data unit can be reduced.  This results in the improvement of the end user satisfaction.
3. Possible impacts on the specification
  In order to estimate the congestion window in the TCP layer, the number of IP packets arrives the layer 2 buffer simultaneously is necessary. 
For DL, because the eNB has the layer 2 buffer, therefore the necessary information to estimate the congestion windows in the TCP layer can be obtained via implementation. Therefore, there is no impact for DL. 
On the other hand, for UL, the eNB should obtain the information of layer 2 buffer at UE via the buffer status report (BSR). We analyze if the current BSR specification is enough as follows. Firstly, according to [2], periodic BSR can be considered to provide the necessary information to estimate the congestion window in the TCP layer. However, the interval of congestion window update is a variable because it depends on additional controls in the TCP layer, the packet scheduler results and the transmission in the physical layer. In order to meet variety interval of congestion window update, the period of periodic BSR should be set a very small value. It results in overhead increases greatly. Therefore we think it is necessary to discuss on other solutions rather than periodic BSR.
Currently regular BSR in [2] is triggered in the following two cases:

· Data becomes available for transmission in the RLC entity or in the PDCP entity and the data belongs to a LCG with higher priority than any LCG for which data is already available for transmission
· Data becomes available for transmission in the RLC entity or in the PDCP entity and there is no data available for transmission for any LCG
  In order to provide the necessary information to estimate congestion windows in the TCP layer with minor overhead increment and minor specification impacts, we propose to define a new trigger of the regular BSR as follows:
· New upper layer data SDU becomes available for transmission in the RLC entity or in the PDCP entity and data available belong to only one LCG 
 Observation 3: There is no specification impact for DL whereas a little specification impact for UL. 
 Proposal: Define a new trigger for the regular BSR in the LTE Rel-10.
4. Conclusion
  This contribution clarified the proposal of improving end user satisfaction in LTE Rel-10 [1]. 
Observation 1: The QCI design can not meet the end user satisfaction with the TCP-based applications
Observation 2: With narrowing down the candidate end users using estimation value of congestion window in the TCP layer, the reception completion time of data unit can be reduced.  This results in the improvement of the end user satisfaction.
Observation 3: There is no specification impact for DL whereas a little specification impact for UL.
Proposal: Define a new trigger for the regular BSR in the LTE Rel-10.
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APPENDIX A

 The parameters of simulation are shown in Table 1, whereas the subframe occupation rate ( of two traffic loads is shown in Table 2.
　Table 1. Simulation parameters

	Parameters
	Value

	Cellular layout
	Hexagonal grid, 19 sites, 3 cells per site, wraparound model

	Inter-site distance (ISD)
	500m

	Path loss
	128.1+37.6log10(R) dB, R is the distance between base station and user, in kilometers

	Standard deviation of Log-normal shadowing
	8dB

	Shadowing correlation
	1.0 for intra-site, 0.5 for inter-site

	Fast fading model
	Pedestrian B

	Carrier frequency
	2GHz

	Antenna gain
	0 dBi at user and 14 dB at base station

	Penetration loss
	10dB

	System bandwidth
	5MHz (uplink: 23 RBs for PUSCH)

	User speed
	3km/h

	Noise figure of base station
	5dB

	User transmit power limitation
	24dBm (250mW)

	Number of users per cell 
	20 users dropped uniformly 

	Minimum distance between
 user and site
	35m

	Maximum loss of user 
	-140dB

	Simulation time
	30seconds ( 5seconds for warm-up)

	Traffic model
	ftp model 
light traffic load: 50kbytes data unit/5 seconds, 
heavy traffic load: 100kbytes data unit/5 seconds

	Maximum transmission unit (MTU)
	1460 bytes

	IP/TCP header
	20 bytes

	the number of candidate end uses in w/ narrow down case (N)
	5


　Table 2 The subframe occupation rate (
	Traffic load
	w/ narrow down
	w/o narrow down

	Light traffic load
	0.55
	0.47

	Heavy traffic load
	0.97
	0.88
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