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1. Introduction
In [1], it is stated that the general purposes of introducing Relay Nodes (RNs) and the features as follows:

LTE-Advanced extends LTE Rel-8 with support for relaying as a tool to improve e.g. the coverage of high data rates, group mobility, temporary network deployment, the cell-edge throughput and/or to provide coverage in new areas. 

The relay node (RN) is wirelessly connected to a donor cell of a donor eNB via the Un interface, and UEs connect to the RN via the Uu interface
Through the “wireless” backhaul link, called Un link/interface (RN-DeNB), an RN is to “wirelessly” relay the traffic (whether control plane or user plane) from one to another. The wireless backhaul can provide benefits, such as simpler ways to support group mobility and temporary network deployment as listed in [1]. However, the wireless backhauling in nature comes with some issues which motivate careful design of protocols for efficient Un/Uu link operations: 

1. The Un link setup and maintenance should be done in a way to minimize “unnecessary” delay and occupancy of channel resources.

2. The wireless backhauling requires that a packet must occupy at least two units of channel resources, one in Uu interface (UE-RN) and the other in Un interface.
3. Most events associated with UE will go through Un interface for their reporting: this may incur delay of relaying/conveying control information (or information required for control) and ease of overloading in Un channel resources (e.g. MMTEL voice and MMTEL video).

Interestingly, one of the simplest ways to improve these issues at the same time is to reduce the use of RNs, whenever possible, as much as possible. Of course, we believe that there exist certain conditions under which it is probably better to use the RN.
This document focuses on initiating an issue for possible discussion to improve the aforementioned issues, particularly for those UEs located in overlapping coverage, in a resource/cost-efficient and delay-efficient manner. One of possible directions includes the handling of UE initiated event at an early phase, such as Random Access (RA) phase where UE currently in IDLE mode attempting to enter CONNECTED mode, so that there is no need for UE(s) to be transferred (i.e., handed over) to another cell right after entering CONNECTED mode.
The main benefits of using this type of mechanism include: 

1) [UE perspectives] For some UE’s transferring to another cell right after entering CONNECTED mode, it is expected to get an improved level of delay coming with saving in resource occupancy 

2) [RAN perspectives] From the Radio access network perspective, it is expected to achieve an increase in load balancing as a result of using this type of method. UEs generating MMTEL applications (i.e. layer above NAS), which are located in overlapping coverage can be connected to an appropriate cell, not necessarily the best cell on which it used to camp. [Note: the best cell to camp on is not necessarily best to transmit/receive data packets in CONNECTED mode]
In short, the method can improve:

1) The utilization of radio resources and 
2) The average delay of data packets between DeNB and UE (i.e., in the radio link domain).
2. Discussion Points
In the cell selection and reselection mechanism [3], if the highest ranked cell or best cell (w.r.t. a UE) is found according to absolute priority reselection rules, then the UE selects this cell to camp on unless the cell is not suitable; otherwise, the UE follows a certain procedure (sec. 5.2.4.4 [3]) to find another cell to camp on. Based on the cell-ranking results, the UE can coarsely predict the traffic loading conditions in a particular cell. However, among the candidate cells, the UE is not able to know of any additional information, such as how much priority class traffic is loaded in the cell. More details are as follows.
Without knowing the additional information, the UE can still perform random access (RA) procedure to enter CONNECTED mode. In the current random access (RA) procedure [2], a UE will attempt the suitable highest-ranked or best cell (on which it used to camp through the cell selection and reselection procedure [3]) as long as the SIB2 from the cell does have barring status flagged on. With the current settings in SIB2, it is not possible for a UE to know in advance about the load conditions (of multiple traffic classes) in the highest-ranked or best cell which the UE is supposed to attempt the RA to.

With the current cell selection/reselection method [3] and SIB2 [2], the following situation, as an example, can happen:
2.1 Setting (see Figure 1)
· A UE has two candidate cells, say cell 1 (the best) and cell 2; i.e. this UE is located in overlapping coverage areas.

· Cell 1 has 80% of its channel resources occupied and all the calls need to be left connected (high priority class).

· Cell 2 has 90% of its channel resource occupied but none of the calls need to be left connected when higher priority calls arrive (low priority class).
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Figure 1: An exemplary setting for UEs located in overlapping coverage.

2.2 Case 1: My UE is generating a low priority call.
· [Possible outcome 1.1] 

Since the best cell is Cell 1 (based on the setting noted above), it is expected that the UE originates session request (from IDLE mode) to Cell 1 even though this UE will initiate a call “less important” than those ongoing ones in that cell. 

( [Discussion Point] For low priority calls, Cell 2 has more room to accommodate and therefore less chance of call-blocking or call-dropping (after connection being made). It would be better that the UE is connected to Cell 2 (from the beginning).

· [Possible outcome 1.2] 

Suppose that there are potentially multiple UEs located in a similar overlapping coverage area. If cell 1 is a RN cell, it is likely that the Un link is also getting saturated quickly.

( [Discussion Point] It would be much better that these UEs are distributed over the two cells so that some of them are connected to cell 2 [implicit load balancing]; otherwise, cell 1 is becoming more overloaded than cell 2 and some attempts will be rejected from cell 1. 

2.3 Case 2: My UE is generating a low priority call.
· [Possible outcome 2.1] 

If cell 1 is the best cell, the UE will originate session request (from idle mode) to cell 1 even though there are more room for the UE to preempt into cell 2 since those ongoing ones in cell 2 are in lower priority.

( [Discussion Point] It would be better that the UE is connected to cell 2.

· [Possible outcome 2.2] 

Suppose that there are potentially multiple UEs located in a similar overlapping coverage area. Similar to Case 1, if cell 1 is a RN cell, it is likely that the Un link is also getting saturated quickly.

( [Discussion Point] It would be much better that these UEs are distributed over the two cells so that some of them are connected to cell 2 in which high class calls have room to get in [implicit load balancing]; otherwise, cell 1 is becoming more overloaded than cell 2 and some attempts will be rejected from cell 1. 

There are several possible solutions based on the current specifications [2],[3]. However, none of them based on the existing specifications can avoid “transferring” a UE newly entered CONNECTED mode, to another cell when necessary. Namely, such UEs shall be transferred (handed over) to another cell AFTER entering CONNECTED mode: doing so incurs unnecessary cost, such as waste of time and control and traffic channel resources.
3. Suggested Remedy

We now describe an example with a bit more details about the generic mechanism for UE to decide which RN/DeNB to attempt for its connection establishment from idle mode (i.e., for its RA).  
RNs broadcast a piece of information, say “preference value” (which can be included in SIB, as shown in the flow of Figure 2), on their own loading situations e.g., loading of multiple traffic classes: for example,

· X% is occupied; Y% are calls that shall be left connected.

The UEs, which are located in overlapping coverage areas (such as overlapped by two adjacent RNs/DeNB or by one RN and one DeNB), can pick up better one using the known information to perform its RA procedure. An overlapped UE performs measurements of System Information Block (SIB’s) information including “preference value” associated with each candidate RN/DeNB, for a certain period of time. 

The period of measurement time can be configured by the network or can be independently configured by the UE. When the period is configured by the network, the delivery of the configured information can be notified to the UE through SIB, such as SIB2 for random access. The period of notification is also configurable by the network (or one of nodes in the network).

If UE picks up RN i (without loss of generality), the UE performs the Random Access (RA) procedure to that RN. 
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Figure 2: An example of extra notification (“preference value”) for coverage-overlapped UEs originating session requests from idle mode. 
4. Conclusions

The wireless backhaul link (i.e. Un link) should be very efficiently managed so that the subsequent performance, such as implicit load balancing among RN/DeNB cells, the average delay of data traffic in Un and Uu links, can be properly achieved. For those coverage-overlapped UEs that have options to choose, we can somehow devise a simple mechanism to properly arrange them to be accommodated in a better RN/DeNB cell, if possible.
Proposal 1: It is proposed that RN/DeNB broadcast “preference value” (TBA), such as loading conditions of (some of) multiple traffic classes.
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