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1 Introduction

In RAN2#70bis, the following agreements were reached concerning Buffer Status Reporting [1]. 
1)
One new table

2)
6 bits BS (64 values)

3)
Exponential distribution starting from 0, maximum FFS

4)
Possible optimisations to accommodate specific values (e.g. SID frames) FFS.
In this paper, we discuss the remaining issues on BSR, including the maximum value of the Buffer Size Levels Table and the possible optimization of the SID frame. This document also provides simulation results on padding overhead comparison of candidate options. From the simulation results, it is observed that there is not much additional padding overhead by defining buffer size table from 0 to 3000Kbytes than to 1500Kbytes.
2 Discussion

2.1 Maximum value of Buffer Size Levels Table
2.1.1 General 
Concerning maximum buffer size value of the new BS table, there are two options as below:
· Option 1: 1500K Bytes;
· Option 2: 3000K Bytes;
The corresponding BS tables for both options are provided in annex A.1 and A.2 separately. Considering the E-DCH Buffer Status Reporting in [2], the corresponding step size is about 32.8%. It seems acceptable for both options because 21.6% of option1 and 23% of option2 are both much smaller than 32.8% as in [3]. 
For comparison, we draw the distributions of all three buffer size levels, i.e. Rel8/9, option 1 and option 2, in the figure 1.
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Figure1: Buffer Size Levels distribution
For buffer size that is smaller than 1500K, option 1 would use higher buffer levels than option 2. For example, if buffer size is 70Kbyptes, level 47 for option 1 or level 44 for option 2 is reported. From figure 1, we could see that there are only the last 4 or 5 levels (from 1500K to 3000Kbytes) that option 1 could not cover in option 2 for very large buffer volume. For other buffer size, option 1 and option 2 are very close in granularity, especially in low levels. From the following simulation, we would see the padding ratio difference between two options.
2.1.2 Simulation
In order to cover the most buffer size levels of two options, simulations are performed for 1, 10, 30 and 50 FTP services and each service is carried by one TCP/IP entity. 
When eNodeB receive the BSR, eNodeB would try to allocate enough UL grant or maximum UL grant to the UE for UL transmission. Considering the worst case, eNodeB always schedules the UL grant according to the upper limitation of BS level reported. Thus the padding usually appears when all buffered data is contained in the UL TBs allocated. Related simulation assumptions are showed in the Annex B
Figure 2 shows the simulation results of padding ratio change for candidate tables. The padding ratio is calculated according to the following formula:
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Figure2: Buffer Size Levels distribution
From figure 2, we could see that, the more of the services are aggregated, padding ratio would be smaller. The enhanced new BS tables are both more efficient to deal with the high data rate. And the padding ratio would not increase too much when option 2 is adopted. 

For R10 with UL peak data rate of 500Mbps, option 1 is enough. But if we want to cover the further enhancement in the later release, option 2 is better since the padding ratio of this option only increase a little. 
Proposal 1: The maximum buffer size level of the new table is 3,000 Kbytes. 
2.2 Optimization for SID frames
The Table 1 lists the possible VoIP packet sizes for various coding mode. 
Table 1: VoIP Packet Size for various coding mode [Bytes]
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For SID frame, the packet size could vary from 10 Bytes to 22 Bytes. For VoIP SID frame, only levels between 1 and 6 would be used in Rel-8/9 Buffer Size Table. The maximum padding would be appear when the SID packet is 11, 13, 15, 18 or 20 bytes, which is 1 byte bigger than the bottom of the buffer size level. For BS table with maximum value of 3,000Kbytes, the candidate buffer size levels would be from 1 to 5.
The following table provides the comparison of possible padding between two BS tables:
Table 2 Comparison of the Max difference
	SID Packet Size

[bytes]
	Difference with the Rel 8/9 BS Table [bytes]
	Difference with BS table with 3,000Kbtyes as the maximum value [bytes]

	10
	0
	0

	11
	1
	2

	12
	0
	1

	13
	1
	0

	14
	0
	2

	15
	2
	1

	16
	1
	0

	17
	0
	2

	18
	1
	1

	19
	0
	0

	20
	2
	3

	21
	1
	2

	22
	0
	1


The difference is the upper size of corresponding BSR level minus exact buffer size. According the comparison results the differenceis no more than 3 bytes if the BS table with 3,000Kbtyes as the maximum value is used. If the potential padding bits appear, the padding BSR e.g. short or truncated padding BSR for 2 bytes and long padding BSR for 3 bytes, could be multiplexed into the UL transport block,. 
Thus from buffer size reporting point of view, there is no need to accommodate specific values for SID VoIP packets.
Proposal 2: No need to accommodate specific values for SID VoIP packets
3 Proposals
Proposal 1: The maximum buffer size level of the new table is 3,000 Kbytes. 
Proposal 2: No need to accommodate specific values for SID VoIP packets.
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ANNEX A Buffer Size Level Tables
A.1
Levels Table for Buffer Size from 0 to 1500Kbytes
	Index
	Buffer Size (BS) value [bytes]
	Index
	Buffer Size (BS) value [bytes]

	0
	BS = 0
	32
	3513<BS<=4271 

	1
	0<BS<=10 
	33
	4271<BS<=5192 

	2
	10<BS<=13 
	34
	5192<BS<=6313 

	3
	13<BS<=15 
	35
	6313<BS<=7675 

	4
	15<BS<=18 
	36
	7675<BS<=9331 

	5
	18<BS<=22 
	37
	9331<BS<=11344 

	6
	22<BS<=27 
	38
	11344<BS<=13792 

	7
	27<BS<=33 
	39
	13792<BS<=16767 

	8
	33<BS<=40 
	40
	16767<BS<=20385 

	9
	40<BS<=48 
	41
	20385<BS<=24784 

	10
	48<BS<=59 
	42
	24784<BS<=30131 

	11
	59<BS<=71 
	43
	30131<BS<=36633 

	12
	71<BS<=86 
	44
	36633<BS<=44537 

	13
	86<BS<=105 
	45
	44537<BS<=54147 

	14
	105<BS<=127 
	46
	54147<BS<=65831 

	15
	127<BS<=155 
	47
	65831<BS<=80036 

	16
	155<BS<=188 
	48
	80036<BS<=97306 

	17
	188<BS<=228 
	49
	97306<BS<=118302 

	18
	228<BS<=278 
	50
	118302<BS<=143829 

	19
	278<BS<=337 
	51
	143829<BS<=174863 

	20
	337<BS<=410 
	52
	174863<BS<=212595 

	21
	410<BS<=498 
	53
	212595<BS<=258468 

	22
	498<BS<=606 
	54
	258468<BS<=314239 

	23
	606<BS<=736 
	55
	314239<BS<=382045 

	24
	736<BS<=895 
	56
	382045<BS<=464481 

	25
	895<BS<=1088 
	57
	464481<BS<=564705 

	26
	1088<BS<=1323 
	58
	564705<BS<=686556 

	27
	1323<BS<=1608 
	59
	686556<BS<=834699 

	28
	1608<BS<=1955 
	60
	834699<BS<=1014807 

	29
	1955<BS<=2377 
	61
	1014807<BS<=1233779 

	30
	2377<BS<=2890 
	62
	1233779<BS<=1500000 

	31
	2890<BS<=3513 
	63
	BS > 1500000


A.2
Levels Table for Buffer Size from 0 to 3000Kbytes

Levels Table for Buffer Size from 0 to 3000K Bytes
	Index
	Buffer Size(BS) value [byte]
	Index
	Buffer Size(BS) value [byte]

	0
	BS=0
	32
	4940<BS<=6074

	1
	1<BS<=10
	33
	6074<BS<=7469

	2
	10<BS<=13
	34
	7469<BS<=9185

	3
	13<BS<=16
	35
	9185<BS<=11294

	4
	16<BS<=19
	36
	11294<BS<=13888

	5
	19<BS<=23
	37
	13888<BS<=17077

	6
	23<BS<=29
	38
	17077<BS<=20999

	7
	29<BS<=35
	39
	20999<BS<=25822

	8
	35<BS<=43
	40
	25822<BS<=31752

	9
	43<BS<=53
	41
	31752<BS<=39045

	10
	53<BS<=65
	42
	39045<BS<=48012

	11
	65<BS<=80
	43
	48012<BS<=59039

	12
	80<BS<=98
	44
	59039<BS<=72598

	13
	98<BS<=120
	45
	72598<BS<=89272

	14
	120<BS<=147
	46
	89272<BS<=109774

	15
	147<BS<=181
	47
	109774<BS<=134986

	16
	181<BS<=223
	48
	134986<BS<=165989

	17
	223<BS<=274
	49
	165989<BS<=204111

	18
	274<BS<=337
	50
	204111<BS<=250990

	19
	337<BS<=414
	51
	250990<BS<=308634

	20
	414<BS<=509
	52
	308634<BS<=379519

	21
	509<BS<=625
	53
	379519<BS<=466683

	22
	625<BS<=769
	54
	466683<BS<=573866

	23
	769<BS<=945
	55
	573866<BS<=705666

	24
	945<BS<=1162
	56
	705666<BS<=867737

	25
	1162<BS<=1429
	57
	867737<BS<=1067031

	26
	1429<BS<=1757
	58
	1067031<BS<=1312097

	27
	1757<BS<=2161
	59
	1312097<BS<=1613447

	28
	2161<BS<=2657
	60
	1613447<BS<=1984009

	29
	2657<BS<=3267
	61
	1984009<BS<=2439678

	30
	3267<BS<=4017
	62
	2439678<BS<=3000000

	31
	4017<BS<=4940
	63
	BS>3000000


ANNEX B simulation setup parameters

Table 1: Simulation Setup Parameters
	Parameters
	Value

	Ftp Service Layer

	Mean File Size
	19.5kbytes

	SD of File Size
	46.7kbytes

	Min of File Size
	0.5kbytes

	Max of File Size
	5kbytes

	Mean Reading Time
	0.125s

	TCP Layer

	Receiver Buffer Size
	65535 Bytes

	Ack Feedback
	Purely-Timer-based Delayed ACK 

	Maximum Re-transmission Delay
	64s

	RLC Layer

	RLC Mode
	AM

	T-PollRetransmit
	ms16

	PollPDU
	p64

	PollByte
	kB3000

	MAC Layer

	maxHARQ-Tx
	3

	periodicBSR-Timer
	sf5

	retxBSR-Timer
	sf320

	Other

	Number of Carriers
	5

	BW per Carrier
	10M

	Number of UE
	1
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