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Introduction

In the RAN2 #70bis, it was recognised that there is a bottleneck on the backhaul in terms of the maximum number of DRBs that can be allowed. The objective of this contribution is to draw the attention of RAN2 to a similar bottleneck that exists at the MAC-level and recommend it to consider addressing both bottlenecks jointly with minimum modifications to existing specifications. 
Backhaul Bottleneck
A type-1 in-band relay suffers from physical bottleneck on the backhaul because of the way it shares resources with the access link and the difficulty in configuring MBSFN in every sub-frames of a radio frame. The direct consequence of this physical bottleneck is that there is a need to transmit as much data as possible on the backhaul in every available transmission opportunity. Recognising the seriousness of this MAC’s physical bottleneck on the backhaul, [1], [2], and [3] advocate that more MAC PDUs need to be transmitted within a TTI without employing any additional mechanisms. 

Backhaul operation of relaying at the MAC-level is also constrained by two logical bottlenecks – one being imposed because of the way MAC PDUs are created as specified by Rel-8. More specifically there is no restriction in terms of what logical channels or MAC control elements that can be multiplexed together to form a MAC PDU. As a result, data elements belonging to different traffic types can be multiplexed on to form a single MAC PDU and hence are subject to the same QoS handling. In addition to adversely affecting the QoS of a given traffic, this can lead to resource wastage for instance in case of HARQ/ARQ-based error correction techniques. This is because retransmission parameters that are more appropriate for delay tolerant traffic will not be suitable for delay-sensitive traffic and vice-versa. As relays carry aggregated traffic, mixing different QoS traffic for the backhaul transmission is therefore detrimental. The joint impact of the physical constraints and the above-mentioned logical bottleneck on Un transmission significantly deteriorates the ability of type-1 relay nodes to support the desired QoS of various traffic types. Hence, MAC PDUs creation for a possible transmission on the backhaul should not mix different QoS traffic unlike in Rel-8. However, this is constrained by the number of DRBs allowed on Un – this is the second logical bottleneck that needs to be tackled.
Conclusion 

Based on this argument, this contribution makes the following proposal.

Proposal 1: Multiple MAC PDUs per relay per TTI needs to be supported on the backhaul. 
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