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1 Introduction

In the past RAN2 meetings, several examples of RACH overload in case of specific MTC applications were discussed and agreed for inclusion in the TR (see Annex B of TR 37.868 [1]).
The scenario described so far in the TR are characterized by the fact that the RACH overload can be avoided or at least mitigated by the adoption of different strategies to spread the RA procedures in time. These strategies can either be applied at the application level or at the AS level.
However, as highlighted in some contributions (e.g. [2]), application/AS level distribution is not applicable for some MTC applications where RA attempts cannot be delayed. In fact, spreading mechanisms are only applicable for some time tolerant activities such as the periodical report of electric meters, but it may not fit for some time critical applications such as earthquake monitoring, safety guard monitoring, fire alarms, etc. This leads to the conclusion that RACH congestion scenarios even worse than the ones currently described in the TR will be possible in practice. This consideration was also included in the Chairman’s minutes at RAN2#70 (R2-102824: … => Noted: so should realise there might be cases with higher load than currently indicated in annex.)
In this contribution we repropose one of the scenarios already described in [2], which is considered as a realistic example of MTC application characterized by a large number of simultaneous RA attempts which cannot be spread in time (neither at the application level nor at the AS level), with the goal to ask for its inclusion in Annex B of TR 37.868.
2 Example RACH Load Analysis for Earthquake Monitoring Application
There are several examples where a large number of MTC devices in a specific area can be almost simultaneously triggered by a sudden event to start RA procedures. One first example, already described in TS 22.368 [3], is the one of bridge monitoring with a mass of sensors: when a train passes through the bridge all the sensors transmit the monitoring data almost simultaneously. 
A further example is earthquake monitoring: with more and more attention on earthquake prediction mechanisms, in several countries it is highly desired that earthquake monitoring networks will be deployed in the near future.
In the following, the evaluation of RACH congestion in the earthquake monitoring scenario is given, considering different earthquake sensors densities.
Assuming initially that the earthquake sensors density is 100 per square km and the typical cell radius is 2Km, then the sensors density per cell is 1256. Considering that the typical speed of seismic surface waves is 4Km/s, then it will take 1 second for the wave to pass through the whole cell, which means the sensors in the cell will be triggered with nearly uniform distribution and the RA attempts density will be 1256/cell/s.
Assuming that a typical PRACH configuration index 6 is chosen and that all the 64 preambles are available in each cell, the RACH collision probability is 
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= 0.093.
Which is definitely considered as too high (even considering that in all the scenarios above the presence of normal UEs was not taken into account).
It is worth mentioning that the current back off mechanism and barring mechanism of access control may be unacceptable in the earthquake scenario, because even tens of milliseconds are very important for an earthquake alarm.
The only possible alternative in this case is the configuration of additional RACH opportunities, in order to keep the RACH collision probability under control. However, to achieve a 1% collision probability in this case, around 125000 RACH opportunities/s would be required. This is equivalent to 625 preambles for a PRACH configuration index of 6 (200 RACH opportunities per preamble), and also using a PRACH configuration index of 14 (1000 RACH opportunities/s) still 125 preambles would be required. This means that, even using the maximum PRACH configuration index, twice as many as the existing 64 preambles would be required (without considering normal traffic). In other words, this indicates that an Earthquake monitoring application with a sensors density as high as 100 per square km is probably not feasible, and that the number of sensors per square km should be reduced. 
But even reducing the sensor density ten times (i.e. 10 sensors per square km), the corresponding RACH intensity would require around 12500 RACH opportunities/s (more than 60 preambles for a PRACH configuration index of 6) to achieve the required 1% collision probability.
These calculations suggest that earthquake monitoring applications (and more in general MTC applications characterized by a large number of simultaneous RA attempts which cannot be uniformly spread in time) can put some some serious requirements on RACH congestion handling, and that specific solutions might have to be considered.
3 Conclusion
In this paper, a RACH load analyis for an earthquake monitoring application has been presented. This is considered as a typical example of MTC application where RACH overload cannot be solved by simply spreading RA attempts in time (neither at the application level nor at the AS level). It is then suggested to include an extract of Section 2 of the present contribution (as indicated in the Annex) in Annex B of TR 37.868.
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5 Annex
B.3 
Example RACH Load Analysis for Earthquake Monitoring Application

With more and more attention on earthquake prediction mechanisms, in several countries it is highly desired that earthquake monitoring networks will be deployed in the near future. The earthquake monitoring scenario is one of the examples where a large number of MTC devices in a specific area can be almost simultaneously triggered by a sudden event to start RA procedures, and where the RA attempts cannot be uniformly spread in time.
In the following, the evaluation of RACH congestion in the earthquake monitoring scenario is given, assuming a density of 10 MTC devices per square km, which can also account for possible ‘concentrators’ of the signals received by individual earthquake sensors. Assuming a cell radius of 2Km, then the sensors density per cell would be 126. Considering that the typical speed of seismic surface waves is 4Km/s, then it will take 1 second for the wave to pass through the whole cell, which means the sensors in the cell will be triggered with nearly uniform distribution and the RA attempts density will be 126/cell/s.

Assuming that a typical PRACH configuration index 6 is adopted, to achieve a RACH collision probability lower than 1%, all the available 64 preambles would be required 

P [collision] = 1- e -126/(200*64) = 0.0098
It is worth mentioning that the current back off mechanism and barring mechanism of access control may be unacceptable in the earthquake scenario, because even tens of milliseconds are very important for an earthquake alarm.
These calculations suggest that earthquake monitoring applications can put some some serious requirements on RACH congestion handling, and that specific solutions might have to be considered.
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