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Discussion/Decision
1 Introduction

After the discussion on the BS table last meeting, there seem two issues remaining.

Issue 1: Whether to support better granularity for lower part of the new table
Issue 2: How to identify the new table
In our understanding the issues are relevant each other so that one solution handle both issue. This contribution presents 4 solutions and proposes to take the simplest one. 
2 Discussion
Issue 1: Whether better granularity for lower part of the new table is necessary?

The difference between the old table and the new table may not be significant. Assuming the maximum data rate of 600 Mbps, the maximum value of the new table is 1,200,000 byte. The granularity is 17.5% which is higher than that of the legacy table by 3%. The difference of 3% does not make a huge difference in the lower index part. 

Table 1 shows the difference between the old table and the new table.

	INDEX
	BS value (new table) 
	Difference
	INDEX
	BS value (legacy table) 
	Difference

	0
	BS= 0 
	
	0
	BS = 0 
	

	1
	0 < BS ≤ 10 
	
	1
	0 < BS <= 10 
	

	2
	10 < BS ≤ 13 
	3
	2
	10 < BS <= 12 
	2

	3
	13 < BS ≤ 15 
	2
	3
	12 < BS <= 14 
	2

	4
	15 < BS ≤ 18 
	3
	4
	14 < BS <= 17 
	3

	5
	18 < BS ≤ 22 
	4
	5
	17 < BS <= 19 
	2

	6
	22 < BS ≤ 27 
	5
	6
	19 < BS <= 22 
	3

	7
	27 < BS ≤ 32 
	5
	7
	22 < BS <= 26 
	4

	8
	32 < BS ≤ 39 
	7
	8
	26 < BS <= 31 
	5

	9
	39 < BS ≤ 47 
	8
	9
	31 < BS <= 36 
	5

	10
	47 < BS ≤ 57 
	10
	10
	36 < BS <= 42 
	6

	11
	57 < BS ≤ 69 
	12
	11
	42 < BS <= 49 
	7

	12
	69 < BS ≤ 83 
	14
	12
	49 < BS <= 57 
	8

	13
	83 < BS ≤ 100 
	17
	13
	57 < BS <= 67 
	10

	14
	100 < BS ≤ 121 
	21
	14
	67 < BS <= 78 
	11

	15
	121 < BS ≤ 147 
	26
	15
	78 < BS <= 91 
	13

	16
	147 < BS ≤ 178 
	31
	16
	91 < BS <= 107 
	16

	17
	178 < BS ≤ 215 
	37
	17
	107 < BS <= 125 
	18

	18
	215 < BS ≤ 261 
	46
	18
	125 < BS <= 146 
	21

	19
	261 < BS ≤ 316 
	55
	19
	146 < BS <= 171 
	25

	20
	316 < BS ≤ 382 
	66
	20
	171 < BS <= 200 
	29

	21
	382 < BS ≤ 463 
	81
	21
	200 < BS <= 234 
	34


	22
	463 < BS ≤ 561 
	98
	22
	234 < BS <= 274 
	40

	23
	561 < BS ≤ 679 
	118
	23
	274 < BS <= 321 
	47

	24
	679 < BS ≤ 823 
	144
	24
	321 < BS <= 376 
	55

	25
	823 < BS ≤ 997 
	174
	25
	376 < BS <= 440 
	64

	26
	997 < BS ≤ 1207 
	210
	26
	440 < BS <= 515 
	75

	27
	1207 < BS ≤ 1462 
	255
	27
	515 < BS <= 603 
	88

	28
	1462 < BS ≤ 1771 
	309
	28
	603 < BS <= 706 
	103

	29
	1771 < BS ≤ 2146 
	375
	29
	706 < BS <= 826 
	120

	30
	2146 < BS ≤ 2599 
	453
	30
	826 < BS <= 967 
	141

	31
	2599 < BS ≤ 3148 
	549
	31
	967 < BS <=1132 
	165


It is observed that there is only one or two byte difference up to the index 8. The difference becomes 15 byte in the index 16 which seems still acceptable. Hence the granularity itself is not a real problem. What is more important seems that ENB may allocate smaller amount of resource if there occurs de-synchronization on the used table between UE and ENB. This may not be a serious problem in general (de-synchronization will be resolved anyway), but for a particular case this leads to unnecessary segmentation of delay-tolerant traffic (i.e. RRC message, VoIP packet). The scenario is that somehow ENB assumes the old table is used while UE uses the new table. Then for example UE reports index 8 for transmission of 35 byte RRC message, ENB take it as UE has a data in the range of 26 ~ 31 byte. Hence the RRC message is segmented.
This problem could be solved with various solutions. 

Solution 1: Common lower values between two tables.

Solution 2: Using the old table for a certain LCG(s)

Solution 4: ENB implementation

Solution 4: Using the BS table id in the BSR

The idea of the solution 1 is that the granularity is in general more important for the small traffic (because of segmentation) and less for the big traffic. Then the new table may be designed such that the lower values have the same granularity as of the old table while the higher values have the bigger granularity. As a consequence lower parts of the old table and the new table are same to avoid the problem of de-synchronization at least for small traffic. Because of better granularity in the lower part, the granularity of the higher part increase. The extent of the increase would be considered as acceptable. If the index 0 ~ 8 (0~31 byte) are kept same as the old table, the granularity of index 9 ~ 63 is 17.77%; increased by 0.32% comparing to the new table without common value. If the index 0 ~ 16 (0~ 107 byte) are kept same as the old table, the granularity of index 17 ~ 63 is 18.35%, which is still in the acceptable level. One example tables is shown in the Annex.
The idea of the solution 2 is that the data rates of certain RBs never exceed 75 Mbps (the assumed highest data rate of old BS table), and those RBs are usually not grouped together with RBs generating big traffic that should be handled by the new BS table. Hence it would be possible to configure which LCG uses which BS table. Since certain LCGs always use the old table, the de-synchronization problem does not occur at least for that LCG. 
Solution 3 and 4 will be discussed in the next section.

Issue 2: How to identify the new table
The last meeting’s agreement is that ENB explicitly commands UE to use new table or to fall back to the old table.  

In general, the BS table used is clear from the circumstances. The BSR sent after RRC message commanding to use the new table is received shall be based on the new BS table. However, there exists uncertain time period as shown in the signaling flow below.
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ENB may be sure of the new table use after receiving the L2 ACK or RRC response message, while the BSR to get the resource for transmitting them is already made from the new BS table.  This uncertainty can be handled by one of the solution 1 ~ 4.  
In solution 3, ENB assume the new BS table usage after the RRC message commanding new BSR table is successfully transmitted. This may result in over-allocation if ENB’s decision is wrong (e.g. due to HARQ NACK to ACK error), it seems not a big problem considering that the NACK to ACK error rate is low. 
In solution 4, the identification of the BS table is explicitly attached to the BSR. It may not be very difficult since there are easy ways to carry the BS table id. For example, unused two bit of MAC sub-header could be used. Or new LCID could be defined to denote the BSR made from the new table. Between the two, the former seems preferable. The solution using the new LCID requires 3 new LCIDs which seems consuming the LCIDs too much. 
3 Conclusion
In the contribution, it is shown that the problem to be solved is de-synchronization on the used table. Four solutions are presented. Following is the comparison table. 
	
	Pros
	Cons

	Solution 1
	No standard impact
	Over-allocation in error case

	Solution 2
	No standard impact
	Increased granularity of higher part of new table

	Solution 3
	No such cons of solution 1/2
	Standard impact

	Solution 4
	No such cons of solution 1/2 
	Standard impact


Basically all the solutions are acceptable. In such case it is generally better to go for the solution with the least impact. Between solution 1 and solution 2, solution 1 seems more straightforward than solution 2 which leads to the following proposals.
Proposal 1: No optimization for the granularity of the lower part of the new table is considered.

Proposal 2: ENB is required to identify the used BS table of BSR without neither explicit identification attached nor a priori arrangement.
4 Annex
Example of new table which shares the same value with the legacy table up to index 8 is shown below.

	INDEX
	BS value
	INDEX
	BS value

	0
	
	BS=
	0
	32
	2789
	< BS ≤
	3392

	1
	0
	< BS ≤
	10
	33
	3392
	< BS ≤
	4125

	2
	10
	< BS ≤
	12
	34
	4125
	< BS ≤
	5016

	3
	12
	< BS ≤
	14
	35
	5016
	< BS ≤
	6100

	4
	14
	< BS ≤
	17
	36
	6100
	< BS ≤
	7418

	5
	17
	< BS ≤
	19
	37
	7418
	< BS ≤
	9020

	6
	19
	< BS ≤
	22
	38
	9020
	< BS ≤
	10969

	7
	22
	< BS ≤
	26
	39
	10969
	< BS ≤
	13339

	8
	26
	< BS ≤
	31
	40
	13339
	< BS ≤
	16221

	9
	31
	< BS ≤
	38
	41
	16221
	< BS ≤
	19726

	10
	38
	< BS ≤
	46
	42
	19726
	< BS ≤
	23988

	11
	46
	< BS ≤
	56
	43
	23988
	< BS ≤
	29171

	12
	56
	< BS ≤
	68
	44
	29171
	< BS ≤
	35474

	13
	68
	< BS ≤
	83
	45
	35474
	< BS ≤
	43139

	14
	83
	< BS ≤
	101
	46
	43139
	< BS ≤
	52460

	15
	101
	< BS ≤
	122
	47
	52460
	< BS ≤
	63796

	16
	122
	< BS ≤
	149
	48
	63796
	< BS ≤
	77580

	17
	149
	< BS ≤
	181
	49
	77580
	< BS ≤
	94343

	18
	181
	< BS ≤
	220
	50
	94343
	< BS ≤
	114728

	19
	220
	< BS ≤
	267
	51
	114728
	< BS ≤
	139517

	20
	267
	< BS ≤
	325
	52
	139517
	< BS ≤
	169663

	21
	325
	< BS ≤
	395
	53
	169663
	< BS ≤
	206322

	22
	395
	< BS ≤
	480
	54
	206322
	< BS ≤
	250903

	23
	480
	< BS ≤
	584
	55
	250903
	< BS ≤
	305116

	24
	584
	< BS ≤
	710
	56
	305116
	< BS ≤
	371043

	25
	710
	< BS ≤
	863
	57
	371043
	< BS ≤
	451215

	26
	863
	< BS ≤
	1049
	58
	451215
	< BS ≤
	548710

	27
	1049
	< BS ≤
	1276
	59
	548710
	< BS ≤
	667272

	28
	1276
	< BS ≤
	1551
	60
	667272
	< BS ≤
	811451

	29
	1551
	< BS ≤
	1886
	61
	811451
	< BS ≤
	986783

	30
	1886
	< BS ≤
	2294
	62
	986783
	< BS ≤
	1200000

	31
	2294
	< BS ≤
	2789
	63
	1200000
	< BS
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