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1. Introduction
At RAN2#70bis meeting, it was agreed to have an email discussion on MTC simulations for LTE RAN overload, with the following goals and clarifications:
· Try to agree on any required further simulation assumptions and discuss simulation results in order to reduce meeting time required for coming to simulation results on current LTE RACH capacity

· Simulations should assume randomisation over 1 min period

· Results should show impact on H2H traffic
· Note: same simulation assumptions can then also be used to compare different RACH overload handling alternatives

2. Discussion
2.1.  Simulation scenarios
The goal of the simulations is to assess the performance of a huge number of MTC devices accessing the network more or less at the same time, as well as the impact on the underlying H2H traffic.
2.1.1.  Basic parameters
In order to be consistent with the performance evaluations performed so far, one obvious proposal is to reuse most of the assumptions, parameters and settings used in the LTE simulations results already included in the TR [1] and in the companies’ contributions in [2] and [3].

The simulations could then consider the impact of 30000 MTC devices in a single cell activating (and then generating their random access attempts) with a uniform distribution over a predefined period.

In line with the discussion at RAN2#70bis, and to reflect the fact that for many MTC services it is expected to have an application level randomization function, for the basic set of simulation results the distribution period for the MTC random access attempts could be set to 1 minute. Within the activation period, the MTC random access attempts are supposed  to be distributed according to a Beta distribution function (see Annex A), as also assumed in a corresponding discussion in GERAN [8].
However, several comments were made both at RAN2#70 and RAN2#70bis that it is not always possible to rely on an application level distribution function. Furthermore, some contributions aimed at indicating that in some cases no distribution function (neither at the application nor at the AS level) is applicable, namely for those MTC applications where random access attempts cannot be delayed (like the case of Earthquake monitoring MTC devices mentioned in [4], or for surveillance systems, fire detectors, alarms, etc.). Still concentrating on MTC devices which are delay tolerant, like Smart Meters, if the application does not distribute the random attempts over time, the generated RACH intensity will depend on the level of synchronization of the generated random access attempts. As indicated in [1], in this case the electric meters could generate their attempts in as low as 10 seconds (due to lack of clock synchronization in smart electric meters). Besides the 1 minute randomization period, it is then suggested to consider a second (worst case) scenario characterized by a 10 seconds randomization period.

For both the cases all other parameters could be the same. 

A single 5 MHz LTE cell can be considered for the simulations. 
The RACH can be configured to occur every 5 ms (PRACH configuration index is 6), with up to 54 preambles (with 10 reserved as dedicated). This results in 200 RACH opportunities per second and a total of 10800 preambles per second. Random access contention can be modelled as RACH loss, i.e. both users retransmit in case of collision. Also in case of no collision, some limited (i.e. lower than 1) preamble detection probability is assumed, to take into account the effects of the radio channel (pathloss, fast fading, inter-cell interference, Tx-Power limitation, etc.). To avoid L1 implications, and then simplify the simulations, the suggestion is to assume that the detection probability for the i-th preamble transmission is
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, as an arbitrary but not too unrealistic choice.
The ra-ResponseWindowSize could be set to 5 subframes, while the mac-ContentionResolutionTimer could be set to 48 subframes. Regarding the Backoff Indicator, different settings could be considered (but still the same for both MTC and H2H devices) to verify their impact on simulations. For instance 3 different values could be considered: 20s, 240s and 960s.

The maximum number of preamble transmission can be set to 10. UEs are granted access to the network in the Random Access Response (RAR). And, in line with [2], it can be assumed that that only up to 3 users are provided with an UL grant per RAR. 
To verify the impact on H2H traffic some basic assumptions on the traffic are required. One first simplifying assumption is that – besides MTC traffic - only VoIP traffic is present in the cell (i.e. no other data service). The VoIP call arrival rate could be set to 7 calls/s, with a mean call duration time set to 43 seconds (as in [5]), leading to 300 simultaneously active VoIP users per cell. 

Note: In [5], a busy hour VoIP call arrival rate of 29 calls/s was suggested, with a mean call holding time of 43 seconds. However it is believed that the resulting offered traffic would be too high for a single 5 MHz LTE cell, so that a VoIP call arrival rate leading to a manageable number of simultaneous VoIP users is here suggested.
Other traffic types (besides VoIP) could be considered. And, if required, companies (and especially operators) are invited to suggest possible traffic types - or traffic type mixes - to be considered. However, for the sake of the MTC simulations under discussion, it is believed that the details of the specific non-MTC service type(s) is not so important and that we could only concentrate on the overall call arrival rate for non-MTC devices (to perform RACH load investigations, see Section 2.2.1) and on the amount of shared resources and control resources that would be used by non-MTC services (to evaluate the performance of the MTC applications using the remaining resources, see Section 2.2.2).
To summarize, the suggested basic simulation parameters are listed in Table 1.

	Parameter
	Setting

	Number of MTC devices
	30000

	MTC devices arrival distribution function
	Beta distribution (see Annex)

	Randomization period
	Case 1: 60 seconds

Case 2: 10 seconds

	Cell bandwidth
	5 MHz

	PRACH Configuration Index
	6

	Number of dedicated preambles
	10

	Maximum number of preamble transmission
	10

	Number of UL grants per RAR
	3

	Preamble detection probability
(in case of no collision)
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where i indicates the i-th preamble transmission 

	ra-ResponseWindowSize
	5 subframes

	mac-ContentionResolutionTimer
	48 subframes

	Backoff Indicator
	20, 240 and 960ms

	VoIP call arrival rate
	7 calls/s


Table 2.1-1. Basic simulation parameters and settings
 [Please add your comments on the basic simulation assumptions, parameters and settings in this section]
	Company
	Comments

	Ericsson
	Randomization Period of 10s: Is our understanding correct that in this scenario 30000 terminals access an LTE cell within 10s rather than in 60s? 
[ZTE] Yes, this is correct

Is it further assumed that there will be no RA attempts in the following 50s? 
[ZTE] The assumption is that after 10s there will be no new RA attempts (i.e. there might be only re-attempts due to collisions on the RACH, until the maximum number of re-attempts is reached) for an indefinite amount of time (not just for 50s)

What do we expect to see from these simulations? If and how the system recovers from the RACH overload after the 10s period? 
[ZTE] As for the 60s case (which assumes an application level distribution function), for the 10s case the intention is to see how the system reacts and protects itself in case there is no spreading of RA attempts at the application level (and the 'randomization period' is only due to lack of clock synchronization...). So also in this case the goal is to evaluate the RACH performance (e.g. collision probability, access success probability and access delay - see section 2.2.1 - for both MTC and non-MTC UEs) during the period of time of MTC activity, as well as the overall 'application level' performance for MTC devices.

CCEs allocated for PDCCH = 20: We think it is important get some consensus on how many grants and assignments can be fit into these CCEs. As we said, we assumed up to 3 UL grants and 3 DL assignments. This is a bit conservative and higher numbers could probably be achieved in deployments with good coverage and with good link adaptation on PDCCH. Anyway, we think that the PDCCH is likely to become the bottleneck… in particular if you also want to simulate (many) VoIP UEs. Therefore, this is an important parameter.

[ZTE] We definitely agree that PDCCH capacity (and not only PRACH) might play an important role in real networks. That's why we suggested to include this in the simulations and agree on some parameters for PDCCH as well. 20 CCEs allocated for PDCCH in a subframe seems a very realistic estimate. Regarding the number of UL grants and DL assignments, so far we considered the numbers previously suggested by Ericsson, but we are definitely open to consider other values if they are felt as more realistic.

	Huawei
	1. We proposed to set the Number of MTC devices to 35000 as per section B.1 of Annex B in TR 37.868, therefore the “worst case” that have been observed and identified could be evaluated. [ZTE] No strong view (although 30000 MTC devices seem already “bad enough”) 
2. We are fine to consider two different Randomization Periods, i.e. 10 s and 60 s, because we also see the benefit to see how the system reacts in case there is no application level distribution, which is more practical. However, we think the definition of corresponding Reporting Periods (during which the MTC devices have to finish the transmission of application data) is also necessary, 1 minute and 5 minutes could be considered for 10 s and 60 s respectively. [ZTE] Not clear what the impact on the simulations would be
3. About the “Number of CCEs allocated for PDCCH”, we have similar concerns with Ericsson and MEDIATEK, it is an important parameter and it is benefical to further clarify the assumption. Here it is proposed to define the number of PDCCH in stead of the number of CCEs allocated for PDCCH in the simulation assumption. We got some statistics in system simulations regarding the average number of CCEs per PDCCH, the result shows that the number is 3.5. Given that 20 CCEs allocated for PDCCH seems to be a very realistic estimate, it is proposed to consider the number of PDCCH to be 5. In addition, we are fine to continue use the number of UL grants per RAR in the Table 1, which is 3. [ZTE] The assumption is to have 2 CCEs per PDCCH (this is taken into account in ‘MTC application level performance’ evaluations, but not for pure’RACH performance’,where no PDCCH limitations are considered)
The comments for the impact on H2H traffics will be raised in the following sections.

	CATT
	1. In general we think there are two ways to evaluate the RACH capacity of current LTE system. One is as indicated in your paper, using a pre-defined traffic model and evaluate these three aspects: collision probability, access success probability and access delay statistic. Another one is setting acceptable system requirements (e.g. RACH failure probability=1%), and then find out how much traffic load could be supported (e.g. the extreme RACH capacity with current system). The latter is just like what we have done for LCR TDD RACH capacity evaluation. We think the second way also could be considered for LTE system simulation, since its result makes sense for all use cases.  

[ZTE] We think these two ways both can reflect the RACH performance, but the first one is probably easier to handle.
2. Since in this stage, our intention is to evaluate the RACH capacity, only RACH procedure should be modeled in simulation. By assuming that the PDCCH scheduling absolute priority rule is RA-RNTI > Temporary C-RNTI > C-RNTI, i.e. RAR has the highest priority than others, we can only model Msg1~4, all messages after that could be considered as no impact on RA procedure (they will always be delayed when meeting Msg2/4) and thus can be not considered.  

[ZTE] This might be true for the pure RACH performance evaluation (not for MTC application level performance), but only if we really assume that RACH procedure always has priority over ongoing traffic (which could be high priority VoIP traffic). However, we can agree on this assumption and NOT consider PDCCH limitations in the pure RACH performance simulation results (see 2.3).
3. According to current specification, RA procedure is not only used for RRC connection setup/re-establishment purpose, but also used for UL scheduling request purpose (i.e. RA-SR). Then one may wonder whether the latter two cases should be considered in the simulation. Firstly, we think the RRC connection re-establishment is rare case and may have only margin affection in simulation. Secondly, we believe the resource for D-SR is enough and UE can always be allocated with D-SR to transmit UL data, so we propose the RA procedure is only used for RRC connection setup as our simulation assumption.

[ZTE] Agreed

4. Regarding the impact of H2H user, as said above this simulation focuses on RACH, we think the only aspect needs to examine for H2H is the RACH related aspect, e.g. to what extent, the access success probability is reduced and the access delay is increased by massive MTC devices. In other words, we should only model the arrival of H2H rather than the concrete H2H traffic model.

	
	

	
	


2.1.2. MTC traffic model
If, besides the pure ‘RACH performance’ (see Section 2.2.1), also the MTC ‘application level’ behaviour needs to be considered (see Section 2.2.2), a basic MTC traffic model needs to be defined. 

In [2] it was assumed that the MTC application generates a single 200 bytes packet transmitted using UDP/IP (then RLC AM is assumed on the radio interface). Even if the limited amount of transmitted data seems realistic enough for many MTC application, the assumption that, for a given session, a single packet is transmitted from the MTC device towards the network seems too simplified and could lead to wrong considerations. 
While trying to keep the MTC traffic model as simple as possible, it is believed that – as a minimum – a 3-ways handshake procedure could be considered, e.g. like the one characterizing WTP (Wireless Transaction Protocol) ‘Class 2 Transactions’ typically used for WAP 1.x sessions [6].
Note: The intention is not to suggest the use of WAP for MTC applications, but only to consider a simple communication protocol, with the minimum number of exchanged messages. The alternative would be to consider a TCP/IP protocol.
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Figure 2.2-1. Basic WTP Class 2 Transaction (used in WAP 1.x sessions)
With this assumption the MTC device could initially send a 200 bytes packet to the network, followed by a 50 bytes confirmation packet from the network and a final 50 bytes ack from the MTC device. As in [2], the assumption could be that RLC AM is used.

[Please add your comments on the MTC traffic model assumptions in this section]
	Company
	Comments

	Huawei
	For the sake of the consensus on the simulation assumptions thus companies could provide the simulation result as soon as possible, we propose to not consider the 3-ways handshake scheme in the current stage, that is to say, only one single packet will be transmitted from the MTC device towards the network in one MTC session. Regarding the size of the packet, maybe it is beneficial to have more than one value (besides 200 bytes) to see the impact, i.e. 1500 bytes as per the requirement in 802.15.4g, however, this could be considered in the future. 

[ZTE] it seems a bit late to discuss the MTC traffic model now. Our results for RAN2#71 will be based on the indicated traffic model. Then - if required – we can continue the discussion before RAN2#71bis

	Ericsson
	As Huawei mentioned, the MTC traffic model you propose is as good or as bad as any other type of MTC traffic model. Therefore, we would propose to keep it as simple as possible, e.g. the one used in the simulations we presented in Stockholm. 

[ZTE] We are ok to re-discuss the traffic model of course. What we commented is that for this kind of traffic (huge amount of very short data transfers), the number of ‘packets per session’ has a very strong impact on the final performance. So it’s ok to try to keep it as simple as possible, but we believe that the ‘single-packet model’ (i.e. with no kind of handshake whatsoever) is too simplified and could lead to wrong considerations.

	
	

	
	


2.2. Performance indicators
2.2.1.  RACH performance
Since the first target of the MTC SI (and then of simulation results) is to evaluate the possible RACH overload generated by MTC devices, a first set of performance indicators should specifically assess the ‘RACH performance’. 

As suggested in [3], this means we could evaluate the:

· Collision rate, defined as the ratio between the number of occurrences when two or more devices send a RA attempt using exactly the same preamble and the overall number of preambles in the period
· Access Success probability, defined as the probability to successfully complete the random access procedure within the maximum number of preamble transmissions (this is expected to be the same for both MTC devices and normal H2H UEs, since no MTC-specific schemes are considered in these simulations ).

· Access Delay statistics, defined as the CDF of the delay - for each random access procedure - between the first RA attempt and the completion of the random access procedure (this is expected to be the same for both MTC devices and normal H2H Ues, since no MTC-specific schemes are considered in these simulations) 

All these statistics should be collected for the period of time between the activation of the first MTC device and the (successful or unsuccessful) completion of the last random access procedure triggered by a MTC device.
[Please add your comments on the performance indicators suggested in this section]
	Company
	Comments

	Mediatek
	Since we want to show the delay performance, we suggest to also specify following RA parameters that could impact the delay.

· ra-ResponseWindowSize

· mac-ContentionResolutionTimer

· BI, backoff indicator

With these parameters, we probably also need to specify a distribution. 

1. Is it possible to simply specify a fix delay for RAR and CR?

2. Is there a BI assumed? If so, what is the value? 

[ZTE] values for: 

· ra-ResponseWindowSize: sf5 (5 subframes)

· mac-ContentionResolutionTimer: sf48 (48 subframes, a relatively long value to take into account possible PDCCH bottlenecks)

· Backoff Indicator: 20s, 240s and 960s

are now included in the simulation assumptions

Regarding the question:

3. Is it possible to simply specify a fix delay for RAR and CR?

We think that: no, we should not specify a fixed delay, as this would depend on PRACH and PDCCH congestion.
[Mediatek] I probably used the wrong word and caused some confusion. We agree the delay should depend on PRACH and PDCCH congestion. Actually, the intention of the question was to clarify if there any particular assumption for the scheduler behavior, e.g. 4 or 8 CCEs is assumed per RAR?

[ZTE] The assumption is to have 2 CCEs per PDCCH (this is taken into account in ‘MTC application level performance’ evaluations, but not for pure’RACH performance’,where no PDCCH limitations are considered)

	Huawei
	1. We are fine with the above three performance indicators for the evaluation of pure RACH performance.

2. We believe the simulations about the impacts on H2H traffics are very important. One question is that whether MTC specific Access Class will be defined for MTC devices in the simulation? Our understanding is that if MTC devices and H2H UEs are of the same AC (hence the same random access parameters), the RACH performance of H2H UEs will be the same as MTC devices during one simulation.  [ZTE] In these simulations the same AC is assumed

	
	

	
	

	
	


2.2.2.  MTC application level performance
The overall performance for MTC devices could also be assessed, determined not only be the RACH performance, but also by the possible limitations on control and shared channels.
A possible performance indicator, which is applicable regardless of the details of the MTC traffic model discussed in Section 2.1.2, is the ‘application delay’ statistics, i.e. the CDF of the delay between the first RA attempt and the successful reception of the last message at the network side. Another possible indicator is the ‘Completion Success probability’, defined as the probability to successfully complete the MTC session (for instance, in the simulation model an UL packet is considered as lost - and the MTC session not successfully completed – if SR_COUNTER >= DSR TransMax, e.g. due to PDCCH bottlenecks).
However, this kind of result heavily depends on the radio environment and on the radio resource sharing with other non-MTC services, and then on a number of parameter settings and on the specific scheduling algorithm in the eNB. 
Regarding the radio environment, a typical urban 2GHz band macro cell could be considered. However, to further simplify the simulations, instead of determining the ITBS level based on the radio channel conditions (pathloss, fading, inter-cell interference, Tx-Power, etc.), a fixed ITBS level equal to 15 could always be assumed in these simulations. Also a fixed HARQ retransmission rate equal to 30% could be considered. The number of control channel resources also plays a key role: the CCEs allocated for PDCCH in a subframe can be set to 20 (assuming that the number of OFDM symbols used for PDCCH is 3 and that some resource element groups are assigned to PCFICH and PHICH). Furthermore, the (optimistic) assumption could be that PDCCH format 1 (2 CCEs per PDCCH) is always used, leading to a maximum of 10 PDCCHs per subframe.
A list of parameters and settings for MTC application level performance evaluation is shown in Table 2.
	ITBS level
	15

	HARQ retransmission probability
	30%

	Number of CCEs allocated for PDCCH
	20

	PDCCH format 
	1 (2 CCEs per PDCCH)

	SR period
	5ms

	DSR TransMax
	8 

	SR prohibit timer
	5 (unit is SR periods)


Table 2.2-1. Parameters and settings for MTC application level performance evaluation
As discussed in Section 2.1.1, even if not fully realistic, for the sake of these MTC simulations we can assume that all the non-MTC traffic is made of VoIP calls, and therefore we can limit the investigation to this case. However, it already seems quite difficult to try and converge on a full list of critical parameters and assumptions for the handling of VoIP calls (including AMR rate, voice activity, etc.), so two possible alternatives are suggested:
1. Companies providing simulation results are invited to use (and then document) their preferred list of parameters / assumptions for the simulation of VoIP calls. In case of very different assumptions and results, the choice about which assumptions (and then results) to finally include in the conclusion could then be left to the majority.
2. (Preferred option) As a further simplification (which avoids the full simulation of VoIP calls) we could assume that at any time some given fixed percentage of the (best) radio resources are assigned to the higher priority VoIP traffic, and that actual data transfer for MTC devices can only use the remaining shared  resources. For instance, we could assume two cases: a Low and a High non-MTC background traffic where 25% (respectively 75%) of the (best) shared resources are continuously assigned to the handling of VoIP traffic. At the same time we could assume that 25% (respectively75%) of control channel resources are reserved for downlink/uplink scheduling grants for active VoIP calls. Note that 75% load seems to be an educated guess for 300 simultaneously active VoIP users in a 5MHz LTE cell. For instance this is quite in line with the VoIP evaluation in [7].
 [Please add your comments on the assumptions and performance indicators suggested in this section]
	Company
	Comments

	Ericsson
	300 simultaneously active VoIP users per cell: To my knowledge this is beyond the capacity of a 5 MHz LTE system. Not only the PDCCH but also PUSCH will reach its capacity at lower load. On the other hand, you see that even this many VoIP UEs would have a negligible effect on the RACH load: 7 calls/s is equivalent to 60*7 = 420 additional RA attempts per minute. That is not much compared to the 30000 RA attempts performed by the MTC devices. 
[ZTE] The goal of considering some non-MTC traffic in the simulations is twofold:

- to verify the impact of MTC applications on 'legacy' traffic and devices, in particular on their RACH performance. For this we need to assume some call arrival rate for non-MTC devices. We suggested to consider 7 (VoIP) calls/s, as a sort of worst case scenario. But of course suggestions on other possible values are more than welcome. Then we agree that even 7 more RA attempts/s will have marginal influence on the overall 'RACH intensity' generated by MTC devices, and then on the MTC RACH performance. But what is interesting in this case is something different, i.e. to compare the RACH performance for non-MTC traffic in normal conditions (no MTC activity) and during a burst of MTC RA attempts. And this is expected to vary significantly (also as a function of the MTC RA attempts randomization period).

- (by contrast) to verify the impact of 'legacy' traffic on the MTC application level performance (see Sections 2.1.2, 2.2.2 and (*) below). For this we need to make some assumptions on the amount of shared and control resources that would be used by non-MTC services (to evaluate the performance of the MTC applications using the remaining resources). We suggested the option to consider the load generated by 300 simultaneous VoIP calls, as a challenging but still manageable offered traffic (according to our analysis, evaluations in some TRs, etc.). However, being aware that this would lead to endless discussions (since VoIP performance depends on many implementation details, parameters and settings), we have also finally expressed our preferred alternative to avoid the simulation of VoIP calls completely, and simply assume that at any time some fixed percentage of shared resources as well as control resources are assigned to non-MTC traffic (so that actual data transfer for MTC devices can only use the remaining shared  resources).
Taking this into account we are still not convinced that it is necessary or helpful to simulate VoIP UEs (or other non-MTC UEs) in order to assess the RACH capacity. We saw (e.g. in our simulations) that the RACH capacity is not reached with 30000 MTC devices/minute and we don't expect it to be reached with another ~420 VoIP UEs (+420 RA/min). On the other hand, by adding VoIP UEs, the capacity of data and control channels will be reached long before the RACH capacity is exceeded. In order to protect the VoIP UEs from such overload, the network should block (release) MTC devices e.g. based on ARP values provided by the core during connection setup. Note that I am not saying that such simulations are not interesting or important. I just think that they are quite complex and even more difficult to align among companies… and probably out of the scope of this "RACH capacity" activity. 
[ZTE] ... actually this seems quite in line with one of ZTE's comments at RAN2#70bis when some preliminary LTE MTC simulations were discussed... ;-) In the sense that we also stressed that, at first, we should investigate the pure 'RACH performance', i.e. evaluate some performance indicators like collision probability, access success probability and access delay. And this should be independent on the MTC traffic model (e.g. number and size of packets per MTC session) and on the amount of available shared resources. Considering this, the email discussion paper is organized in a way that Sections 2.1.1 and 2.2.1 only deal with simulation parameters and performance indicators needed to assess the pure RACH performance. And in our understanding this part should necessarily be covered.

(*) Then, *if* we want to evaluate also the MTC ‘application level’ behaviour (besides the pure RACH performance), we need to agree on a MTC traffic model (with a proposal in Section 2.1.2)  and on some assumptions about the available shared resources that could be used by the MTC devices (with a proposal in Section 2.2.2 that only up to 25% (or 75%, depending on the scenario) of the shared and control resources could be used for MTC applications). If we keep the model relatively simple, we are happy to provide results also for the MTC application level performance. However, we definitely encourage other companies to express their views on this issue.

	Huawei
	1. We are fine to the performance indicator “application delay” for the evaluation of application level performance.

2. We believe the simulations about the impacts on H2H traffics are very important. One concern is that it seems difficult to converge on some critical parameters (for shared resources and control channel resources) and the scheduling algorithm (given that MTC traffics and VoIP are of different priorities) at the current stage. Therefore, we propose to put the application level simulations into lower priority on RAN2#71, therefore companies could have more time to discuss about it and come back on RAN2#71bis.

	Ericsson
	As we commented in our previous response, we have some concerns regarding the realism of the simulation assumptions in Section 2.2.2 (MTC application level performance). We understand that they simplify the simulations but we wonder if the resulting simulation output shows what RAN2 wanted to see. In particular the pre-allocation of (control channel) resources to VoIP or MTC is too idealistic and not possible in a real system. 
[ZTE] the assumption that some percentage of the control resources are used for scheduling resources for already ongoing higher priority background services (like VoIP calls), and that some percentage of the shared resources are then reserved for such services, might not reflect exactly a real scheduler implementation but it seems reasonable enough for the goal of the simulations in Section 2.3.2 (evaluating the MTC Application level performance in presence of background traffic). If this is not agreeable, we see no other alternative to the full simulation of the background traffic (be it VoIP or other services).
During the initial random access procedure the NW will not know if the device is a regular UE or an MTC device. Therefore, random access resources and (at least some) control channel resources will be consumed anyway (is that modeled in your simulations?). 
[ZTE] being the main goal of the simulations, yes, this is taken into account. During the random access procedure, both MTC and non-MTC devices are assumed to compete for all the PRACH resources and the amount of control/shared resources which are not used to support ongoing high priority background services (note that these remaining resources are also shared with already established MTC sessions).

Therefore we think that the results do not “show impact on H2H traffic” but rather the impact on the MTC devices when they must cope with only 25% of the system resources. But in our view this is almost equivalent to increasing the MTC by a factor of 4.   
[ZTE] Yes. As already mentioned, the simulations in Section 2.3.2 aim at showing the impact on MTC application performance when MTC devices need to cope with some existing traffic in the cell. And yes, assuming the use of ¼ of PDCCH and PDSCH/PUSCH resources for MTC traffic is ‘almost’ equivalent to increasing the MTC traffic by a factor of 4. The difference is that we assumed that MTC devices compete for 100% of PRACH resources (and not just ¼).
One more issue is related to "completion success probability". According to the standard, upon SR_COUNTER >= DSR TransMax, the UE will start a new random access and will re-try to transmit the data. Therefore, eventually the system may converge and the success rate (successful data transmissions) will probably be close to 100%. In other words, we think that “SR_COUNTER >= DSR TransMax” is not a good criteria for detecting “Completion Failure”.

[ZTE] Of course we agree that after SR_COUNTER reaches DSR TransMax, the UE would start a new random access procedure. And that if we model all the recovery methods (eventually modeling retries at the application level) the success rate would reach 100% (for any possible MTC load we can come up with… ). But this would clearly further increase congestion (because all the 30000 MTC sessions would indefinitely retry to compete for resources) and finally lead to application delays in the order of minutes, or more. So, in practical simulations re-attempts need to be limited. We chose to stop after SR_COUNTER reaches DSR TransMax to avoid generating additional random access attempts, that would add on top of the already massive initial random access attempts, leading to potential problems in the final interpretation of results.

	
	

	
	


2.3. Simulation results
2.3.1. RACH performance

In this section only the pure RACH performance is evaluated, according to the parameters listed in Section 2.1.1 and the indicators presented in Section 2.2.1. For instance, no PDCCH restriction is considered.

2.3.1.1. MTC RA attempts randomization period: 10 seconds
	
	Backoff  = 20ms
	Backoff  = 240 ms
	Backoff  = 960 ms

	Collision rate
	51.05%
	52.10%
	44.02%

	Access Success probability
	11.86%
	15.85%
	28.95%


Table 2.3-1. RACH performance (10 seconds spreading time)
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Figure 2.3-1 Access Delay (10 seconds spreading time)
These results seem to indicate that current LTE RACH procedures cannot protect the system in case of a large number of MTC devices accessing the network more or less at the same time, i.e. when there is no spreading of RA attempts at the application level and the randomization period is only due to lack of clock synchronization.
	Company
	Comments

	Ericsson
	Regarding the simulations in section 2.3.1.1 and 2.3.2.1 (10 s arrival window) we agree with your assessment that the simulated system suffers from overload (not only but also random access). However, we feel that this was an obvious result given the RACH capacity estimates discussed before. 


2.3.1.2. MTC RA attempts randomization period: 60 seconds
	
	Backoff  = 20ms
	Backoff  = 240 ms
	Backoff  = 960 ms

	Collision rate
	0.2%
	0.2%
	0.2%

	Access Success probability
	99.99%
	100%
	100%


Table 2.3-2. RACH performance (60 seconds spreading time)
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Figure 2.3-2 Access Delay (60 seconds spreading time)
These results seem to indicate that current LTE RACH procedures are sufficient to protect the system in case of a large number of MTC devices accessing the network over a period of 60 seconds, i.e. when there is some application level randomization period controlling the access to the network. However, nothing can be derived from these results about the final MTC application level performance (which is covered in the next section).

	Company
	Comments

	Ericsson
	The results in section 2.3.1.2 (60s arrival window) seem to confirm the results we have presented at RAN2-70bis, i.e., that the random access channel is not at its capacity limit. 


2.3.2. MTC application level performance

In this section the MTC application level performance is evaluated, according to the MTC traffic model described in Section 2.1.2 and the additional parameters and indicators presented in Section 2.2.2. In this case, PDCCH (and PUSCH/PDSCH) restriction are considered. The PDCCH, PDSCH and PUSCH load generated by the MTC devices is also evaluated. Note that in case of ‘High non-MTC background traffic’, where 75% of control and shared resources are considered as reserved to background traffic, PDCCH/PDSCH/PUSCH  load due to MTC sessions can only reach 25%. On the contrary, in case of ‘Low non-MTC background traffic’, where only 25% of control and shared resources are considered as reserved to background traffic,  PDCCH/PDSCH/PUSCH  load due to MTC sessions can go up to 75%.
2.3.2.1. MTC RA attempts randomization period: 10 seconds
	High backgroud traffic (75% load)
	Backoff  = 20ms
	Backoff  = 240 ms
	Backoff  = 960 ms

	Collision rate
	58.19%
	56.30%
	45.41%

	Access Success probability
	3.49%
	4.21%
	7.46%

	Completion Success probability 
	3.34%
	4.02%
	7.03%

	MTC PDCCH Usage
	13.24%
	14.71%
	16.34%

	MTC PDSCH Usage
	3.68%
	4.35%
	5.42%

	MTC PUSCH Usage
	21.12%
	22.12%
	21.71%


Table 2.3-3. RACH and MTC application level performance, with high non-MTC background traffic                (10 seconds spreading time)
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Figure 2.3-3 MTC Application Delay with high non-MTC background traffic                                                      (10 seconds spreading time)
	Low backgroud traffic (25% load)
	Backoff  = 20ms
	Backoff  = 240 ms
	Backoff  = 960 ms

	Collision rate
	54.82%
	56.30%
	45.71%

	Access Success probability
	8.84%
	10.71%
	20.03%

	Completion Success probability 
	8.84%
	10.71%
	20.03%

	MTC PDCCH Usage
	36.52%
	41.75%
	50.35%

	MTC PDSCH Usage
	9.48%
	11.50%
	15.89%

	MTC PUSCH Usage
	56.33%
	60.35%
	59.72%


Table 2.3-4. RACH and MTC application level performance, with low non-MTC background traffic                (10 seconds spreading time)
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Figure 2.3-4 MTC Application Delay with low non-MTC background traffic                                                      (10 seconds spreading time)

These results seem to indicate that the MTC application level performance in case of a large number of MTC devices accessing the network more or less at the same time is rather poor: the overall Application Delay might be acceptable (depending on the application), but only for the very few MTC sessions successfully completing the random access procedure. The fact that the ‘Completion Success probability’ is equal or very similar to the ‘Access Success probability’shows that all the MTC sessions successfully passing through the random access procedure then typically terminate normally.This also indicates that in this scenario the bottleneck is the Random Access procedure, although not only due to collision on PRACH but also due to PDCCH/PUSCH overload. 
	Company
	Comments

	Ericsson
	Regarding the simulations in section 2.3.1.1 and 2.3.2.1 (10 s arrival window) we agree with your assessment that the simulated system suffers from overload (not only but also random access). However, we feel that this was an obvious result given the RACH capacity estimates discussed before. 


2.3.2.2. MTC RA attempts randomization period: 60 seconds
	High backgroud traffic (75% load)
	Backoff  = 20ms
	Backoff  = 240 ms
	Backoff  = 960 ms

	Collision rate
	7.61%
	7.61%
	7.39%

	Access Success probability
	40.13%
	40.64%
	41.97%

	Completion Success probability 
	37.44%
	37.92%
	39.15%

	MTC PDCCH Usage
	16.90%
	17.05%
	17.61%

	MTC PDSCH Usage
	7.05%
	7.10%
	7.32%

	MTC PUSCH Usage
	16.08%
	16.17%
	16.72%


Table 2.3-5. RACH and MTC application level performance, with high non-MTC background traffic                (60 seconds spreading time)
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Figure 2.3-5 MTC Application Delay with high non-MTC background traffic                                                      (60 seconds spreading time)
	Low backgroud traffic (25% load)
	Backoff  = 20ms
	Backoff  = 240 ms
	Backoff  = 960 ms

	Collision rate
	2.65%
	2.32%
	1.92%

	Access Success probability
	89.56%
	91.03%
	94.54%

	Completion Success probability 
	89.55%
	91.03%
	94.54%

	MTC PDCCH Usage
	41.58%
	42.20%
	43.68%

	MTC PDSCH Usage
	16.01%
	16.28%
	16.85%

	MTC PUSCH Usage
	34.56%
	34.93%
	35.66%


Table 2.3-6. RACH and MTC application level performance, with low non-MTC background traffic                (60 seconds spreading time)
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Figure 2.3-6 MTC Application Delay with low non-MTC background traffic                                                      (60 seconds spreading time)

These results seem to indicate that the MTC application level performance for a large number of devices accessing the network over a period of 60 seconds might be acceptable (depending on the application) only in case of low non-MTC background traffic. In this case most of the MTC sessions can terminate normally. On the other hand, in case of high non-MTC background traffic, the PDCCH and the PUSCH act more and more as a bottleneck, so that even some MTC sessions which successfully completed the random access procedures are then aborted due to the limitations on the control and shared resources.
	Company
	Comments

	Ericsson
	In Section 2.3.2.2, Figure 2.3-5 and the corresponding table show some interesting results: high collision rates and low success probabilities. We understand that this result is due to the pre-allocation of the resources and it seems that also the RA resources have been separated (even though no RA resources are needed for ongoing VoIP sessions). As we mentioned before, the NW cannot pre-allocate any resources as the NW does not know in the random access what type of UE is accessing. Figure 2.3-6 and the corresponding table would be closer to the reality i.e. no pre-allocation. In this case, we can observe clearly that the collision rate is reduced quite a lot. 
[ZTE] PRACH resources are not separated, while yes – as commented above – the assumption is that only part of PDCCH and shared resources are available for random access procedures (and then for the MTC data transfer). If this assumption (which we believe is reasonable enough for this kind of simulations, since it reflects the attempt from the network to protect - and then prioritize - ongoing higher priority background services) is not considered as valid, it means that – in order to assess the MTC application level performance - full simulation of the background traffic (VoIP or other services) would be needed. 

Yet, we cannot understand why the access success probability is so low when the collision rate is around 2%. We do not understand either that the completion success probability is around those values. We would expect that higher layer would take care of trying to transmit the data if L1 would report some type of failure; therefore, increasing the success probability values. 
[ZTE] in Section 2.3.2.2, the Access Success probability is low even at moderately low collision rates because PDCCH (and PDSCH/PUSCH) limitations are considered. Even if preambles are correctly received, PDCCH and PUSCH congestion limits the scheduling options for msg3 and msg4, leading to failures in the random access procedures (so that Access Success probability decreases) and to further random access re-attempts (increasing the collision rate, with respect to the case of no PDCCH limitations (see Table 2.3.2).
If there would be no pre-allocation, we think that the collision rate would be extremely low and the other indicators would be very close to 100%. 
[ZTE]… but with no prioritization of resources for ongoing background traffic, the VoIP (or other high priority service) performance would probably significantly decrease…

All in all, as we stated in our previous email, we think that the additional complexity (e.g. very high VoIP load and extended MTC traffic model) in combination with the required simulation simplifications (e.g. the pre-allocation) make it very difficult to derive any new conclusions from the results. 


3. Conclusion

Based on the simulation results and the comments received during the email discussion on the ‘RACH performance’ evaluation part, it is suggested that at RAN2#71 we could:
· Agree on the inclusion in the TR of parameters and settings in Table 2.1-1, as the basic assumptions for simulations for RACH performance evaluation (for current LTE performance and for potential improvements to support MTC devices)
· Agree on the inclusion in the TR of the RACH performance indicators described in Section 2.2.1, to evaluate RACH performance, for both MTC and non-MTC devices (for current LTE performance and for potential improvements to support MTC devices)
· Agree on the inclusion in the TR of Section 2.3.1, showing RACH performance results for current LTE performance
Regarding the ‘MTC Application Level performance’ evaluation, two main comments were received on the proposed assumptions: 

1. on the validity of the considered MTC traffic model, and 
2. on the assumption to consider some limited amount (i.e. lower than 100%) of PDCCH/PDSCH/PUSCH resources available for random access procedures (for all devices) and for MTC data transfer, when simulating the effect - on MTC application level performance - of some ongoing higher priority background traffic
However, it is believed that: 
· one on hand, we should still agree on a MTC traffic model which is simple enough, but not so simple (e.g. ‘single-packet model’) to lead to possibly wrong considerations.
· and then we should agree on some simplified assumptions in order to be able to assess the MTC application level performance in presence of some ongoing background traffic
We therefore propose to continue the discussion and possibly reach some agreed assumptions on these issues at forthcoming RAN2#71 meeting.
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Annex A
Assuming that all the MTC devices activate between t=0 and t=T , that the random access intensity is described by the distribution p(t) and that the total number of MTC devices in the cell is N, then the number of arrivals in the i-th access oppotunity is given by:
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Where ti is the time interval between i-th and the next access opportunity, and where the distribution of access attempts is limited in the time T:
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As in [8], it is proposed to use a Beta distribution to describe the arrivals of MTC devices. In other words, the distribution p(t) should follow the Beta distribution:
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 is the Beta function.

In these simulations it is suggested to set α=3 and β=4, corresponding to the Beta distribution function shown in the following figure:
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Figure A.1: Beta distribution with α=3, β=4 (assuming T=1)
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