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1. Introduction
TR 23.888[1] describes some key issues related to signalling congestion and overload caused by MTC devices and also potential overload problems which can be created by roaming MTC devices. In this contribution, Vodafone provides an overview of those issues from a system level perspective and outlines the expected RAN2 impacts of the solutions proposed in TR 23.888 to address some of those issues within the Release 10 timeframe.  A draft work item description is provided in the Appendix for information. 
2. Signalling Congestion Control
The population of MTC devices is expected to be several orders of magnitude greater than that of the H2H population.  Signalling congestion and overloading can easily occur if, for example, an MTC server is malfunctioning, an external event triggers massive numbers of MTC devices to attach/connect all at once or a certain MTC application requires MTC devices to generate signalling/data transfer in a synchronised manner. 
Even though some of the signalling congestion issues could be avoided if MTC applications behave more mobile network operator friendly, there is little a network operator can do to influence the application developers. It is thus important that the mobile network operator has the capability to control signalling network congestion independent of the application providers.
Ideally, it should be possible for the network to prevent access to targeted groups of MTC devices responsible for the congestion whilst allowing other MTC devices to still connect to the network.  Such approach would require grouping of MTC devices and mechanisms to prevent access from MTC devices on a per group basis. Considering the impacts of introducing MTC grouping, TR23.888 does not recommend that such mechanisms based on MTC grouping are specified in Release 10 timeframe. 

3. Overload Control 
Overload control provides means to manage the network signalling load from all MTC devices independently from the load generated by H2H devices.  In the first instance, the network should distribute the load from M2M devices among CN nodes in a pool with the objective to prevent overloading happening in the first place. 

3.1 Overload Prevention 
One recommendation from TR 23.888 is for the connecting device to indicate whether it is an MTC device. With this information the RAN node can direct the initial message of the MTC device towards a CN node which has the capacity to handle a large number of M2M devices. 

In case of UTRA, one possibility is for the Intra Domain NAS Node Selector (IDNNS) IE in the RRC: INITIAL DIRECT TRANSFER message to be modified to indicate that the connecting device is an M2M device. However, RAN2 should discuss whether this is the most appropriate signalling.

Proposal 1: RAN2 should analyse the possibility of using the IDNNS IE in RRC: INITIAL DIRECT TRANSFER message to provide an indication to the RNC that the device connecting is an M2M device or specify new signalling for this purpose. 
In case of EUTRA, an indication that it is an M2M device connecting could be provided in the RRC CONNECTION SETUP COMPLETE message and eNB can make use of this information to select the appropriate MME for the device. It should be noted that such device type indication might also be useful to indicate that the device is a RN and hence the signalling might be defined in a more generic way. 

Proposal 2: For EUTRA, RAN2 should analyse the possibility of providing an M2M device indication in RRC: CONNECTION SETUP COMPLETE message to allow eNB to choose an appropriate MME for an M2M device or specify new signalling for this purpose
3.2. Reactive Mechanism for Overload Control

3.2.1 Low Priority and Normal priority MTC Devices

Once overload has occurred, the network should take action to reduce the overload from MTC devices. A drastic action would be to prevent access to all MTC devices. However, it is likely that the loading can be brought to manageable level by simply preventing access to a fraction of MTC devices. In this respect, TR 23.888 recommends the definition of ‘low priority MTC devices’ and ‘normal priority MTC devices’. With this differentiation, the network can prevent access from low priority MTC devices whilst still allowing access from normal priority MTC devices. 

Proposal 3: The RAN node should be able to prevent access by low priority MTC devices whilst still allowing access by normal priority MTC devices. 

3.2.2. Roaming MTC Devices

It is probably counter-intuitive to expect a large number of MTC devices in a PLMN to be roamers considering that most M2M devices are stationary. However, in many cases M2M devices will be used as part of a contract between one network operator (or network operator group with operations in multiple countries) and a large (possibly multi-national) company. 

 One of the key aspects that the operator will “sell” to the corporate customer is coverage [2]. The use of “national roaming” obviously improves geographic coverage, but, its utilisation poses several challenges. An obvious solution to some of these national roaming challenges is for the operator to use “international roaming”, either with a SIM from a different company within the same operator group, or, by using a SIM with “non-geographic” Mobile Country Code (e.g. MCC 901).
Both of these options appear to already be in use, and are likely to be used widely in the future. Typically a multi-national customer will want to be delivered devices and choose in which country they are used. This inevitably leads to ‘roaming’ for their M2M devices. This situation is exacerbated by the use of factory “pre-fitted” SIMs. 

In conclusion, there seem to be some strong reasons to expect most devices sending low data volumes to be camped on a PLMN that is different to their IMSI’s PLMN-ID.
 3.2.2.1 Potential Overload Problems from Roaming MTC Devices 
1)  Devices that only Attach/Power Up when an Event Occurs

If the M2M devices with foreign SIMs are normally not-attached to the network, then the VPLMN may only discover that these devices are in its territory when an event happens that causes the device to report back to the “MTC server”.

If a large set of such devices get activated by the same event (e.g. burglar alarms with foreign SIMs responding to a power cut or earthquake) then the VPLMN may suddenly get loaded by huge numbers of M2M devices: yet, potentially, the VPLMN would have been totally unaware of the existence of (millions of) these devices.

Without prior knowledge of the number of inactive devices in the geographic area, network capacity planning is close to impossible.

Such scenarios lead to the need for a VPLMN to be able to “survive” a potentially massive increase in unplanned /unpredicted signalling load.

2) Failure of “M2M partner” Network

It is likely that many M2M “roaming” devices will be using the network of a PLMN within the same operator group, but not necessarily the same operator within a certain country.

For example, “BigOperatorX UK” might have a contract to supply 5 million electricity meters in the South of England. To ‘enhance’ their coverage area, they could equip them with SIM cards from their partner network “BigOperatorX Spain”. 

But what then happens if the “BigOperatorX UK” network fails? These devices will NOT have Vodafone UK as a forbidden PLMN and so, when their periodic update fails, they are likely to change network, and, over a potentially fairly short time period, up to 5 million new devices appear on the Vodafone UK network.
Proposal 4: The RAN node should be able to prevent access by roaming MTC devices whilst still allowing access by other MTC devices

3.2.3 Overload Control Mechanism in the RAN

According to TR 23.888, the overload control can be performed by one of the following mechanisms:
1. Access Control by the RAN 

This solution is based on the Access Class Barring (ACB) Mechanism which is defined for UMTS and LTE.  The recommendation from TR 23.888 is for new access classes to be defined for MTC devices and for access class barring to apply for those new access classes when broadcast by the RAN node.

      Based on the discussion above, it is envisaged that at least the following access class types need to be defined for Release 10:

-Low priority MTC device

-Low priority MTC device not part of the HPLMN

-Low Priority MTC device not part of the HPLMN or a PLMN in the USIM’s preferred PLMN list

-Low Priority MTC device not part of the HPLMN or an equivalent PLMN

Proposal 5: RAN2 should discuss the use of access class barring and corresponding signalling for overload control of low priority MTC devices and roaming MTC devices. 
2. RRC Connection Rejection
According to TR 23.888, when using pooling of CN nodes, the RAN shall only broadcast an SGSN/MME-triggered MTC overload action when all connected MMEs/SGSNs from the same pool area have enabled the MTC overload action. When only a subset has triggered the MTC overload action, the RAN shall instead reject RRC connection requests, for specific access to a barred SGSN/MME from an MTC Device type or group that the SGSN/MME is barring.  Hence the use of RRC Connection Reject is a complimentary mechanism to the broadcast mechanism of Access Class barring. 

This solution requires the RAN node (RNC/eNB) to reject the RRC Connection Requests from low priority MTC devices. RRC Connection Request for UMTS and LTE already includes an establishment cause IE and one of the spare values could be used to indicate ‘low priority MTC device’

Proposal 6: RAN2 should discuss the need to introduce a new establishment cause, ‘Low Priority MTC device’ in RRC Connection Request. It is FFS if other causes like ‘low priority roaming MTC device’ also need to be specified. 
One concern with using RRC connection reject for overload control is the possibility that rejected MTC devices might reattempt to connect to the network too frequently, thereby exacerbating the overload problem. In order to alleviate the problem it is recommended in TR 23.888 that the wait time in RRC Connection Reject is extended for MTC devices. RAN2 should discuss whether one wait time should apply for both H2H and M2M devices or whether a wait time which specifically applies to MTC devices should be specified. RAN2 also need to discuss how long the wait time should be for MTC devices and the need to randomise the wait time for each rejected MTC device to prevent UEs accessing the network at the same time at timer expiry.
Proposal 7: RAN2 should discuss the need for an MTC specific wait time and the possibility of UE using a randomised wait time for each rejected RRC Connection based on the parameters signalled in the RRC Connection Reject message. 
4.  Conclusions
In this contribution, Vodafone outlines the relevant conclusions in TR 23.888 regarding overload control for MTC devices from a system perspective and the recommended RAN level mechanisms from the TR to be specified in Release 10. Based on those recommendations, Vodafone summarises the expected impact on RAN2 in relation to the mechanisms identified in TS 23.888 for system level signalling and congestion control:

Proposal 1: RAN2 should analyse the possibility of using the IDNNS IE in RRC: INITIAL DIRECT TRANSFER message to provide an indication to the RNC that the device connecting is an M2M device or specify new signalling for this purpose. 
Proposal 2: For EUTRA, RAN2 should analyse the possibility of providing an M2M device indication in RRC: CONNECTION SETUP COMPLETE message to allow eNB to choose an appropriate MME for an M2M device or specify new signalling for this purpose

Proposal 3: The RAN node should be able to prevent access by low priority MTC devices whilst still allowing access by normal priority MTC devices. 

Proposal 4: The RAN node should be able to prevent access by roaming MTC devices whilst still allowing access by other MTC devices

Proposal 5: RAN2 should discuss the use of access class barring and corresponding signalling for overload control of low priority MTC devices and roaming MTC devices. 

Proposal 6: RAN2 should discuss the need to introduce a new establishment cause, ‘Low Priority MTC device’ in RRC Connection Request. It is FFS if other causes like ‘low priority roaming MTC device’ also need to be specified. 
Proposal 7: RAN2 should discuss the need for an MTC specific wait time and the possibility of UE using a randomised wait time for each rejected RRC Connection based on the parameters signalled in the RRC Connection Reject message. 
RAN2 is kindly requested to consider those proposals and comment on the feasibility of specifying the highlighted mechanisms within Release 10 time frame. A draft Work Item Description is provided in the Appendix. 
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