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1.  Introduction
In RAN2 #70, importance of aggregating CCs having similar quality was shown based on simulation results [1]. The simulations in [1] assumed a full buffer traffic model and 2 CCs of the same bandwidth at 2 GHz in Scenarios #1 and #3 [2]. This paper presents some further simulation results to develop understanding on how CA policies impact user throughput, assuming an FTP traffic model [3].
2. Discussion
As described in [1], applying CA to all UEs and using joint scheduling across multiple CCs would provide the optimal throughput performance. This is since the scheduler would have all the freedom to allocate resources dynamically, according to its strategy. However, this is neither realistic nor efficient, since not all UEs would benefit from CA. In fact, simulation results in [1] have shown that comparable performance could be achieved by well designed CC management, even if independent scheduling is applied per CC (i.e., no exchange of information between schedulers of 2 CCs, and each CC operates individually to ensure proportional fairness within the CC). In this respect a “relative” threshold based policy, where only CCs having similar quality are aggregated, was shown to be better than an “absolute” threshold based policy, where aggregation is decided based on absolute quality of CCs.

However, the evaluations in [1] were only based on a full buffer traffic model, and a question was raised how performance would be impacted by the traffic model. To investigate this point, further simulations were performed assuming an FTP traffic model [3]. The impact of traffic load (number of concurrent UEs) on the CA performance was evaluated. Moreover, comparison of the two CC management policies, i.e., “relative” and “absolute”, was extended assuming the FTP traffic model. The concrete parameters of traffic pattern follow the specifications in [4]. Other simulation parameters are the same as [1], which are repeated in the annex.
Figure 1 shows the average user throughput under different number of UEs for various CC management policies:

· Policy 1 – No CA is applied. Pcell selection is based on the best cell principle across both CCs.

· Policy 2 – CA is applied to all UEs. Joint scheduling across 2 CCs is applied.

· Policy 3 – CA is applied to all UEs. Independent scheduling per CC is applied.

· Policy 4 – CA is applied with the “relative” CC management policy. An Scell was configured using an addition threshold of -0.1 dB and a removal threshold of -3 dB, with respect to the Pcell.
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	(a) Scenario #1
	(b) Scenario #3


Figure 1  Comparison of average user throughput with different number of UEs.
From Fig.1(a), Policies 2, 3 and 4 provide almost the same user throughput. This is since all policies resulted in CA being applied to all UEs, due to the homogeneous cell deployment of Scenario #1. The user throughput of Policies 2, 3 and 4 nearly doubled that of Policy 1 at very low traffic load, exhibiting clear gains of CA. However, at higher traffic loads the gain diminishes. At 20 UEs per sector, all Policies resulted in nearly the same user throughput. This is since the number of UEs in the system is so large that a UE is rarely allocated resources concurrently on both CCs. Hence, at high loads, CA provides no benefits. From this result, it can be concluded that CA is beneficial at relatively low traffic loads (when resource usage is sufficiently lower than 1).
From Fig.1(b), which is for Scenario #3, it can be observed that the Policies using CA do not provide as much gain as seen in Scenario #1. This is since in Scenario #3, the best cell selection rule for the Pcell, spanning 2 CCs, resulted in UEs tending to avoid sectors around sector boundaries. Instead UEs tend to select the overlaid sector as the Pcell, since the main antenna beam is directing towards them. This was also the case for Policy 1, when no CA was applied. This implies that frequency reuse > 1 provides better user throughput in the simulated model, given that Pcell selection across CCs are supported. This would of course result in more frequent handovers (inter-frequency handovers), however.
In Fig.1(b), Policy 3 resulted in lower user throughput than Policy 2, especially at higher traffic loads. This shows that an independent scheduler is inferior to a joint scheduler. However, an interesting observation is that at high traffic loads, Policy 3 resulted in a lower user throughput than Policy 1. This seems to be awkward at first glance, since CA is applied in Policy 3. The reason is because in Scenario #3, an Scell having poor quality, relative to the Pcell, was forced to be configured. Hence, the “independent” scheduler had to allocate resources even when the Scell was in poor quality, to ensure proportional fairness within the CC. This degradation is not seen with Policy 4, when CC management was applied. The “relative” policy of CC management eliminated aggregation of CCs having qualities far apart. This implies importance of aggregating CCs having similar quality, i.e., importance of the “relative” CC management policy. Although Policy 4 resulted in lower user throughput at low loads compared to Policy 2, this could be improved by optimising the addition/ removal thresholds.
As seen from the above results, CA is not beneficial in all cases, and careful management of CCs is essential to achieve higher user throughput. Therefore, the following conclusions can be drawn:

Conclusion 1
CA is more effective at low traffic loads, to improve user throughput.

Conclusion 2
Aggregation of CCs having similar quality is essential.

3. Conclusions
As a continuation of the work presented in [1], this paper presented a comparison of the user throughput performance for different CA policies, assuming an FTP traffic model [3]. Simulation results showed that CA is not beneficial in all cases, and careful management of CCs is essential to achieve higher user throughput. The following conclusions were drawn:

Conclusion 1
CA is more effective at low traffic loads, to improve user throughput.

Conclusion 2
Aggregation of CCs having similar quality is essential.
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Annex A
Details of the simulation model are summarized in the Table1.

Table 1  Simulation model and parameters.

	Carrier frequency
	2 GHz (CC1) / 2 GHz (CC2)

	System bandwidth
	10 MHz (CC1) / 10 MHz (CC2)

	Cell layout
	Hexagonal grid, 19 cell-sites,

3 sectors per cell-site per CC

	Inter-site distance (ISD)
	500 m

	Distance-dependent path loss
	L = 128 + 37.6 log10(R), R in kilometers

	Penetration loss
	20 dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	0.5 (inter-site) / 1.0 (intra-site)

	eNB transmission power
	46 dBm

	eNB antenna pattern
	70 deg sectored beam with tilting:
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	eNB antenna gain
	14 dBi

	UE antenna gain
	0 dBi

	UE noise figure
	9 dB


Annex B
Figure 2 shows the user throughput performance (cell average and cell edge) of the “absolute” and “relative” CC management policies. The dashed lines represent the performance of Policy 2 described in 2.1, to show the “optimal” performance as a bench mark. Note that this “optimal” is in the sense that the scheduler has all the flexibility to allocate resources across CCs, not necessarily in the sense that the average user throughput or the cell edge throughput is maximised. The definition of the true optimal depends on what measures are prioritised, e.g., cell average or cell edge, and this is up to the scheduler tuning, which is out of scope of this paper. The important aspect here is that the policy is thought to be working better, when the performance is close to the bench mark case (Policy 2).
From these results, it can be seen that the “relative” policy results in closer performance to the optimal case. It can also be observed that the “relative” policy is more agnostic to the deployment scenario. This implies that the “relative” approach can be more robust in practice, where mixed deployments are foreseen.
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Figure 2  Average user throughput and cell edge user throughput for “absolute” and “relative” policies.
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