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1. Introduction
In the LS in [1], SA2 is asking RAN2/3 for an opinion on the need to introduce a priority indication on paging over the radio interface, as well as the usefulness to the eNodeB of such an indication returned in the page response.  This discussion paper is intended to provide some background on the relevant issues by analyzing the congestion situation in the E-UTRAN.  It is concluded that such an indication would not serve a useful purpose if transmitted by the eNodeB on the radio interface, although eNodeB awareness of a priority page based on an indication from the MME could be useful in certain congestion scenarios.
2. Discussion
2.1. Scenarios

There are several aspects of the questions posed in the SA2 LS, which we analyze one by one:
(1) Possibility of Paging Congestion:  Though quite improbable, it is possible that the paging channel experiences temporary congestion conditions.  For example, it is possible that two or more page requests having arrived at the eNodeB compete for limited paging channel resources when multiple pages, one of which is a priority page, are destined to UEs which happen to use the same paging occasion.  (The likelihood of this congestion depends on the deployment; in a narrowband system, for instance, it is conceivable that the DL-SCH in the paging occasion subframe could be saturated.)  In such a case, the eNodeB can transmit the priority page in the first available paging occasion, while deferring non-priority page(s) to subsequent paging occasion(s).
(2) UE Effects:  In answering the first question from SA2, related to “benefit in the UE receiving a priority indication in the Paging message”, it is worth noting that there is no differentiation in UE behaviour when answering a page, since the UE always responds to a page immediately.  Hence, the UE itself cannot make any use of paging priority indication, if one were to be introduced.  The only action the UE AS could take would be to echo the indicator back to the network (and see the next item for possible actions in higher layers).
(3) Priority Indication to Paged User:  This upper-layer functionality is not required by TS 22.153, which states in section 6:  “No MMI aspects have been identified specifically for MPS.”  If there is any need to indicate priority to the termination parity, the behaviour and the delivery of supporting information should be left up to the application layer.
(4) RACH-related eNB congestion:  This form of congestion results in an inability of the eNodeB to process all Connection Requests coming from UEs.  The limiting factor could be either the RACH capacity (i.e., message 1 cannot be received reliably) or eNB considerations such as limited S1 capacity or processing restrictions (i.e., message 3 cannot be reliably processed in a timely manner).  In either case, it would be useful to be able to give priority at the congested stage to the responses to high-priority pages.  We address these cases in more detail in the next section.

2.2. Congestion cases

The two cases of congestion need to be considered separately.

If the RACH itself is congested, the network obviously cannot perform any kind of “filtering” or prioritisation on the access attempts.  It needs to reduce the general RACH loading problem, probably by access class barring; if this measure is not enough (e.g., because so many pages are being sent that the responses are enough by themselves to overload the RACH), it needs to delay the transmission of non-high-priority pages.  These measures, which do not require any UE knowledge of high-priority pages, should be quite adequate to address the case of RACH overload.
The more interesting case is the one in which RACH attempts are succeeding, but the eNode B is overloaded in attempting to process the RRC messages and related procedures.  (It is not clear that this is a reasonable case purely due to internal processing overhead, but such situations as reduced S1 connectivity in a disaster situation should also be considered.)

Here, the eNode B is aware of the type of request by virtue of the EstablishmentCause IE, which distinguishes the “page response” case (value mt-Access) from other causes.  With this in mind, the eNodeB has several mechanisms at its disposal:

a. Suppress ordinary pages, and only transmit high priority pages until the congestion situation is cleared.  In this situation, any connection request with cause mt-Access can safely be assumed to be a response to a priority page, and other connection requests can be dropped preferentially.
b. Continue to transmit all pages as usual, but match connection requests (with cause mt-Access) to the corresponding paging message.  In case of congestion, reject some or all ordinary connection requests, but continue to process the connection requests that correspond to priority pages.  Since the identity of the paged UE is known to the eNodeB, and the page response contains the same identity, this match is a simple operation.  (In some discussions in SA2, a notion was expressed that eNodeB does not ordinarily perform this kind of matching, so this behaviour would represent some impact on the network implementation.  However, this concern is general to any network handling of priority paging—the network must do something “new” to differentiate priority from non-priority page responses—and in our understanding the matching functionality should not represent any great complexity.)
c. Modify the radio interface by having eNodeB transmit a paging priority indication to the UE, which then echoes it back to eNodeB in the RRCConnectionRequest message.  Upon receipt of such a priority indication, the eNodeB ensures that it is processed and forwarded to the MME, while possibly rejecting some non-priority connection requests.  This is a solution alluded to in the SA2 LS.  However, alternatives a and b above already solve the problem suitably, without a need to modify the air interface.  As noted above, the eNodeB will have to perform some form of differentiated processing, no matter which approach is taken.
In sum, while an “echo-back” behaviour with a priority indication over the air could be used to address congestion in these cases, network-side solutions without air-interface impact are also available.
It should be noted, too, that handling of priority pages with air-interface impact cannot be backward compatible; a network approach could accommodate the possibility of priority pages directed to Rel-8 or -9 UEs.
3. Conclusion
Based on the foregoing discussion, we propose that RAN2 can conclude that there is no need for over-the-air indication of priority paging to the UE, and reply to SA2 accordingly.  We have provided a draft response in [2].

4. References
[1] S2-103098: “LS on support for Priority for terminating sessions for MPS” (LS from SA2 to RAN2, treated at RAN2#70bis)
[2] R2-103710: “Proposed reply to SA2 on priority paging” (Qualcomm Incorporated, RAN2#70bis)
3GPP

RAN WG2 TD


