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1 Introduction
This contribution provides a text proposal to TR 37.868 to capture the simulation assumptions and results about RACH evaluation for MTC in LTE. 
2 Text proposal to TR 37.868
B.3
RACH Load Analysis for HSPA and LTE

The random access for HSPA and LTE were dimensioned to provide service to a target of UEs. Due to uncoordinated random access, RACH has a clearly limited capacity. 

MTC devices, depending on the way they create traffic, might eventually overcome the RACH capacity. Annex B.1 indicated that in UK, the expected number of devices in urban areas is above 35000 and in US, the expected number of devices is in the order of 1000. 

In both cases, it is obvious that if all those 35000 or 1000 devices start their random access at the same time – same random access slot – in a synchronous fashion, the RACH capacity for that slot will be exceeded. From the interference point of view, a rush of random access accesses will increase the UL thermal noise which may affect other UEs. At the same time, in one access slot, the Node B can only send a limited amount of AICH in the DL. Devices which do not receive an AICH will access during next access slot even with a higher power increasing the interference in the system. Last but not least, the Node B has a limited amount of RACH HW receivers which may limit the amount of UEs transmitting at the same time. Similar limitations are also present in LTE.

RACH HSPA - ASC Simulation Results

<<Text omitted>>
RACH LTE
These simulations show the packet delay (time since the application layer sends the data to lower layers until the packet is received) when a different number of MTC devices access the network. For this purpose, the number of MTC devices has been set to 1200 and 30000 devices. Users arrive randomly spread during one minute, transmit the packet and leave the system. 
The MTC devices are assumed to be in RRC Idle. Application layer packets with the size of 200 bytes are transmitted to the device using UDP/IP.  RLC AM is configured.
In LTE, the RACH could be configured to occur once every subframe up to once every other radio frame. For the simulations presented below, we have assumed that the RACH occurs every 5 ms. 10 preambles are configured to be dedicated; therefore, the other 54 can be used for the random access. Considering these assumptions, we end up having 200 RACH opportunities per second and a total of 10800 preambles per second. 

UEs are granted access to the network in the Random Access Response (RAR). One or more RAR can be sent within certain window corresponding to one RACH opportunity. A UE will wait for that period of time to receive the RAR. In these simulations, it has been considered that only up to 3 users are provided with an UL grant per RAR. If the UE does not receive the RAR, the UE will try to access the network with higher power. Contention resolution is not explicitly modelled; instead, both users will restart their random access procedure in case of contention. 

PDCCH is the channel used to give a grant to a UE after the eNode-B sends the RAR and to indicate the presence of RAR. It has been assumed that the PDCCH can only send up to 3 grants per subframe. Assignments take into consideration that signalling traffic has absolute priority. In other words, the network will provide first grants to those UEs which need to send signalling data. LTE access procedure requires at least 2 uplink and 2 downlink grants and another uplink and downlink grant for the data transaction (see Figure B.6). Hence, given the assumptions above, there is a theoretical cap on the capacity of 54 000 random access attempts per minute. 

Finally, the simulations have been done considering single cell simulations on 5 MHz. 
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Figure B.5:
CDF of the transmission time
It can be observed that, for high load, a small amount of MTC devices will experience lower packet delay than for low load. Figure B.6 can assist to understand this effect. 
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Figure B.6: Message sequence to transmit data of a UE in RRC Idle
The reason for the lower packet delay resides in messages 8 and 9. Upon generating the RLC ACK, the UE triggers the Scheduling Request (SR). The NW sends a scheduling grant in the PDCCH almost immediately. At this point, the UE has not yet processes the RRC connection reconfiguration message and it does not have available the RRC Reconfiguration complete message. Once it is ready, the UE triggers another SR to request a grant and when it gets it, the UE sends the message.

For high load, when the UE sends the SR to send the RLC ACK, the PDCCH load is such that the PDCCH is not sent immediately. It takes several milliseconds. In some cases, when the PDCCH is received by the UE, the RRC connection reconfiguration has been processed and the RRC reconfiguration complete message is ready to be sent. If the received grant allows, the UE sends message 8 (RLC ACK) and message 9 (RRC reconfiguration complete) together.
This behavior can be observed in Figure B.7.a and B.7.b. The former figure shows the trace of a UE in a low load situation. As explained above, messages 8 and 9 are sent separately in different times. On the later figure, messages 8 and 9 are sent together. The clear consequence is that message 10 (data) is sent earlier than in the case of low load; hence, reducing the packet transmission delay. 
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Figure B.7.a: Sample uplink trace for low load
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Figure.7.b: Sample uplink trace for high load
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