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1 Introduction

In the last meeting, it was agreed that the application level time distribution mechanisms are very important and in the SI we will assume that some distribution will be present [1]. Also, it was agreed that in addition to application level distribution mechanisms, SI should work on RAN level mechanisms to protect the RAN from RACH overload, this means the application level time distribution cannot solve all problems of RACH collision and RAN solutions may still be necessary.

This contribution discusses which issues cannot be solved or completely solved by the application level distribution. 
2 Discussion

The function of application level mechanisms is to randomize uplink transmission, as described in [2], which may be implemented by defining a transmission window instead of a fixed transmission point in time. The measure of dispersion rests with the length of transmission window, which is fixed from the point of view of RAN though it can be changed by application layer. Assuming that the application level distribution has already been adopted, this section discusses four outstanding scenarios.
2.1 Synchronized measurements

Some analyses in the smart grid require meters to report almost simultaneously. The shorter the transmission window, the more useful and precise the analyze result is. For example, in the line loss measurement, all meters must conduct the measurement and report to control centre simultaneously, and the uplink data transmission is extreme time-sensitive and the tolerance for a maximum latency may be 100ms [3]. In these scenarios, the application layer must minimize maximum transmission window. As a result, there may be severe congestion at the air interface. 
Conclusion 1: In some applications, the application level time distribution mechanism must be minimized. 
2.2 Coexistence of H2H and M2M
As shown in Fig. 1, machine-to-machine (M2M) and human-to-human (H2H) share the RAN resource, such as access preambles and slots. Generally the MTC traffic should not affect H2H transmission. How to allocate the resource to M2M depends on the real time H2H load. Both of them are variable. For example, report period of meters may vary from minutes to hours. Some may report every 5 minutes, while others may report every half hour. It is therefore likely to have more MTC traffic at the hour than the other times. In other words, the MTC traffic is burst and have different peak arrival rate. Usually the application layer does not know lower layer’s information, such as H2H load. It is difficult to dynamically control resource allocation between M2M service and H2H service. A constant allocation of resource is either uneconomic or overload vulnerable. Furthermore, meters may belong to different utility companies, i.e. gas meter and water meter, their applications cannot be expected to cooperate with each other to adapt to the burst traffic. This may lead to overload at the air interface (i.e. a short transmission window) or low efficiency of the allocated RAN resource (i.e. a long transmission window) for a constant resource allocations between variable M2M services. 
On the other hand, RAN know the available resource and congestion well, it is possible to dynamically manage the network more efficiently through paging, AC barring and transmission window etc. This allows timelier overload control solution. Several mechanisms have been discussed in RAN2 such as ACB based, separating RACH resources or back off based [1].
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Figure 1: Example of coexistence of H2H and M2M
Conclusion 2: The application level time distribution mechanisms cannot dynamically adapt to the burst characteristic of both H2H load and MTC traffic to effectively allocation resource, 

It should be noticed that it is not saying application layer methods are completely useless, whether application layer method should be used rests with idiographic scenarios and the choice of operators. This section shows that considering the dynamical resource allocation to MTC, application level time distribution mechanisms cannot totally replace methods at RAN. 
2.3 Handling of priority

For MTC traffic which has lower priority than H2H traffic, the time distribution mechanisms can be applied to reduce the resource consumption but at the cost of latency. However, some special M2M applications may generate higher priority traffic than H2H. For example, if landslide or other disaster happened and the rail has been buried or cut off, the sensors on the rail will report the situation to dispatching centre through cellular net immediately, and the commands of hard braking or other operation will be sent to relevant engine drivers as soon as possible. Any delay of the message transmission maybe lead to irretrievable tragedy. Figure 2 shows the emergency case described above. To support to the high priority traffic, the application layer and RAN should cooperate with each other. The application layer could reset the transmission window; RAN could define new MTC device category and new AC which could use more access resource to minimize the back off. 
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Figure 2: Example of High priority MTC traffic
Conclusion 3: The application level distribution mechanisms and RAN solution should cooperate with each other to support MTC traffic with higher priority than H2H traffic.
2.4 Distributed MTC traffic
For the synchronous periodical report traffic, randomization is useful no matter which layer performs it. However for the distributed traffic, randomization is completely helpless because the traffic itself is random. In fleet management [4], the report opportunities have been randomized by drivers’ behaviour. Another distributed traffic is event report. For example, vending machines and POS machines start uplink transmission when some purchases have been made. In some hotspot as shopping mall, the amount of reporting will be large, and generally the H2H load in these places is also heavy especially at weekend. The MTC traffic and H2H traffic may together lead to RAN overload. In all these scenarios, the application level distribution mechanisms cannot help, because the traffic generation is random. Reduplicate randomization in any layer cannot increase the randomness. Other mechanisms at RAN are expected. 
Conclusion 4: Randomization in any layer cannot protect the RAN for RACH overload that generated by distributed MTC traffic. 
3 Conclusion and proposal
In this contribution the problems that application level cannot solve have been analysed, and some conclusions have been provided.
Conclusion 1: In some applications, the application level time distribution mechanism must be minimized. 

Conclusion 2: The application level time distribution mechanisms cannot dynamically adapt to burst characteristic of both H2H load and MTC traffic. Solutions at RAN are more suitable. 

Conclusion 3: The application level distribution mechanisms and RAN solution should cooperate with each other to support MTC traffic with higher priority than H2H traffic.

Conclusion 4: Randomization in any layer cannot protect the RAN for RACH overload that generated by distributed MTC traffic. 
Take all these into consideration, it is concluded that the application level time distribution mechanisms may not totally solve the RAN2 overload issue. RAN2 is kindly asked to discuss the above conclusions and agree to continue to work on RAN2 solution for the machine type communications in the above scenarios.
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