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1 Introduction
In previous RAN2 meetings, several solutions have been discussed for RAN overload control, and some agreements have been achieved in last meeting as [1]:
1) Application level time distribution mechanisms are very important. Although not controlled by AS, in the SI we will assume that some distribution will be present.

2) In addition to application level distribution mechanisms, SI should work on RAN level mechanisms to protect the RAN for RACH overload: i.e. SI should try to come with mechanisms to handle any realistic MTC access load without significant impact on H2H traffic 

3) FFS whether this should be ACB based, separate RACH resources or backoff based.

In this contribution, we discuss the pull based and push based solutions for RAN overload control and tries to add text proposal into 37.868.
2 Discussion
In order to enable MTC more efficiently and to prevent network overload when large burst data traffic or signalling traffic for a mass of MTC devices take place in short time, the participants made a wide discussion on different solutions were mentioned:

· Push based approach

· Pull based approach

As different kinds of congestion would happen at different nodes and at different granularity level, different mechanisms are needed to be investigated to mitigate the congestions. In the following sections issues and solutions for Radio network congestion and signalling network congestion are analyzed.
2.1 Push based overload control solutions

In last RAN2 meeting, a number of push based overload control solutions were outlined in R2-102894[2]:

· Solution1: Separate Access Class 
The network can barred the MTC device when it cause heavy access overload by allocating a new Access Class and/or special ac-BarringFactor for MTC devices could be defined in order to de-prioritize the access of the MTC devices from other (H2H) devices.
This solution applies to Unpredictable or predictable congestion, and can benefit the H2H UE2 from being affected by mass MTC devices accessing the network. And by using ACB mechanism, the network can stop the overload as soon as possible and delay the access of the MTC devices. However, when the MTC Devices begin to access, they still compete with H2H UEs. Besides, the solution still can not avoid the overload caused by MT calls.

· Solution2: Separate RACH resource
If the MME can predict the potential number of MTC devices that intend to access the network at the same time and the target access time of the time tolerant MTC devices, the eNB can update the RACH resource (i.e. PRACH resource and preamble resource) in advance.
This solution is applicable for the predictable congestion, and it benefits both H2H UEs and the MTC devices. But the collision possibility failure may still be too high in case amount of the MTC devices accessing the network simultaneously is too large
· Solution3: Application Level access time management
The APP layer can configure the delay insensitive MTC devices with some offset values to let them send their data at different times.

This solution is not applicable for unpredictable scenarios and it will bring considerable burden for MTC users or operators to configure mass MTC devices, and configuration may be static which means the configuration can not quickly adjust the dynamic quantity change of UEs.
By comparing these three push based solutions, we think that:

Proposal1: Different push solutions apply to different scenarios, and all these three solutions can be used parallel without conflict with each other.

2.2 Pull based approach
Considering time controlled MTC services e.g. smart metering, it is possible for MTC server to pull the reading from MTC devices in a controlled manner to avoid the RACH overload. One way is for MTC server to trigger paging message to MTC devices at some predefined time. However, considering the mass deployment of MTC devices, the one-by-one paging message in S1 interface may consume massive system resource (e.g. the resource on radio interface and S1 interface) and introduce long paging delay. And as the maximum paging record in one paging message is 16, the paging block probability also will increase accordingly. Hence, mechanisms are required to reduce the amount of paging on the downlink to wake up MTC devices with this approach.
· Introduce Group ID in paging message
In order to solve the issues mentioned above, group based approach can be a candidate solution. By introduce a group ID in paging message, when network need to pull reading from groups of  devices, the MTC devices in one group can be paged by one paging message. The MTC devices monitor the P-RNTI in PDCCH at paging occasion computed by its own IMSI, once the group ID in the paging message mach the group ID of its own, the MTC device will take further action.
· Configure the MTC device with Group Paging Response Timer
To spread the RACH attempts further, network can configure the MTC devices with a group paging response timer. When the devices receive a paging message that matches its group ID, the MTC device will response the paging according to the group paging response timer that configured previously. The details of this scheme need further investigate. 
Proposal1: pull based approach should be a potential solution for RAN overload control.
3 Conclusion
In this contribution, we analyzed the pull based and push based RAN overload control solutions, and following conclusions have been made:

Proposal1: Different push solutions apply to different scenarios, and all these three solutions can be used parallel without conflict with each other.

Proposal2: pull based approach should be a potential solution for RAN overload control.
-------------------------------------------Text proposal---------------------------------------

5 Description of envisioned RAN Improvements for Machine Type Communication

[Editor’s note: This section is intended to describe candidate solutions that have at least one of use cases described in section 4.]
5.1
RAN overload control

[Editor’s note: This section is intended to describe the area where an improvement may be beneficial. The existence of a problem should be clearly illustrated. The area may be relevant to UMTS OR LTE]
RAN overload control as defined below is identified as the first priority improvement area.
A large number of MTC devices are expected to be deployed in a specific area, thus the network has to face increased load as well as possible surges of MTC traffic. Network congestion including Radio Network Congestion and Signalling Network Congestion as defined in [2] may happen due to mass concurrent data and signalling transmission. This may cause intolerable delays, packet loss or even service unavailability. Mechanisms to guarantee network availability and help network to meet performance requirements under such MTC load need to be investigated.
For UL (RACH) load control enhancements, application level time distribution mechanisms are very important. Although not controlled by AS, some distribution is assumed to be present. In addition to application level distribution mechanisms, RAN level mechanisms should be worked on to protect the RAN for RACH overload, i.e. mechanisms to handle any realistic MTC access load without significant impact on H2H traffic. FFS whether this should be ACB based, separate RACH resources or backoff based.
5.1.1
Solution for LTE

[Editor’s note: This section is intended to describe LTE candidate solutions]
Solution1: Separate Access Class
The network can barred the MTC device when it cause heavy access overload by allocating a new Access Class and/or special ac-BarringFactor for MTC devices could be defined in order to de-prioritize the access of the MTC devices from other (H2H) devices.
Solution2: Separate RACH resource

For Location Specific Trigger MTC Feature and time controlled Feature, a large amount of MTC Devices may access at the same time and compete for the limited RACH resource, including PRACH resource and preamble resource (although traffic channel load may be low). Some devices would fail to access due to the heavy contention and also the H2H UEs are affected. . In this case, if the MME can predict the potential number of MTC devices that intend to access the network at the same time and the target access time of the time tolerant MTC devices, the eNB can update the RACH resource (i.e. PRACH resource and preamble resource) in advance. 
· Reserve preambles for the M2M UE

One way to avoid the adverse impact of large amount MTC devices accessing the network simultaneously on the H2H UEs is to reserve a set of preambles for the MTC devices. The network could broadcast two sets of preambles and valid period of the preambles exclusively used by MTC devices. However if the amount of the MTC devices accessing the network simultaneously is too large, the collision possibility among MTC devices may still be high.
· Add more PRACH resource

The other way is to change the PRACH configuration according to the number of MTC Devices and the target access time. For example, change configuration #1 to #12 in table 1, PRACH resource could be added from 1 subframe to 10 subframes per 20 subframes, i.e. 9 more subframes are added as PRACH resource per 20 subframes. 
Table 1: PRACH Resource
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To avoid impacts on H2H UEs, the H2H UEs should still use the original PRACH configuration included in the SIB2. 

For Location Specific Trigger feature, the MTC specific PRACH resource can be configured in paging message as well as the valid period of the PRACH configuration. The valid period can be configured according to the maximum duration the MTC devices can tolerate. While for time control feature, the MTC specific PRACH resource also can be configured in MTC specific SIB for MTC devices to use during the time controlled accessing time. 

As a result, the MTC Devices can access the network dispersedly using the specific RACH resource in the valid time without competing with H2H UEs.  

5.1.2
Solution for UMTS

[Editor’s note: This section is intended to describe UMTS candidate solutions] 
Solution1: Separate Access Class
The network can barred the MTC device when it cause heavy access overload by allocating a new Access Class and/or special ac-BarringFactor for MTC devices could be defined in order to de-prioritize the access of the MTC devices from other (H2H) devices.
Solution2: Separate RACH resource

For Location Specific Trigger MTC Feature and time controlled Feature, a large amount of MTC Devices may access at the same time and compete for the limited RACH resource, including PRACH resource and preamble resource (although traffic channel load may be low). Some devices would fail to access due to the heavy contention and also the H2H UEs are affected. . In this case, if the MME can predict the potential number of MTC devices that intend to access the network at the same time and the target access time of the time tolerant MTC devices, the eNB can update the RACH resource (i.e. PRACH resource and preamble resource) in advance. 
· Reserve preambles and access slots for the M2M UE

One way to avoid the adverse impact of large amount MTC devices accessing the network simultaneously on the H2H UEs is to reserve a set of preambles for the MTC devices. The network could broadcast two sets of preambles and valid period of the preambles exclusively used by MTC devices. In UMTS, there are 15 accessing slots in 20ms. The network can reserve some special slots for MTC devices by broadcasting two sets of accessing slots.

However if the amount of the MTC devices accessing the network simultaneously is too large, the collision possibility among MTC devices may still be high.
· Add more PRACH resource

In UMTS, in order to provide sufficient RACH opportunity for MTC devices, the network can configure more PRACH resource to allow more MTC UEs to access.
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