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1 Introduction
In recent RAN2 meetings, three MTC use cases defined in [1], i.e. metering, road security and electric consumer and devices, were agreed as examples to discuss RAN enhancements for MTC. And the RAN overload control was agreed as the first priority improvement area.
In this contribution, we investigate other two important aspects:   the transmission efficiency and the power efficiency associated to smart metering..Furthermore, some corresponding potential solutions for each aspect are given. 
2 Discussion
2.1 Transmission efficiency for smart metering

2.1.1 Uplink header overhead
In this paper, we calculated the cell capacity with fixed data transmission rate 12.2kbps. Retransmission occurs once the whole packet or part of it is corrupted. On considering all factors above, the following formula was used to calculate the traffic volume in a report period.
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where 
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is the number of meters in a cell, 
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 is the random uplink transmission parameter  and
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is the reading period. 
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 is the data packet length in the application layer, 
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 is the data packet without segment at the transport layer where only one head length is considered, 
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 is the packet length in the case of fixed uplink transmission rate, 
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 is the overhead over air interface including radio link control (RLC) and medium access control (MAC) headers,  
[image: image9.wmf]T

N

 is the average transmission times per packet in the air, The values of the parameter were given in Table V and further assumptions are provided in the Annex A. 
Table V Parameters in Eq. 1

	Item
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	1
	211*8
	166*8
	72
	2
	300
	160
	7.21E-4/s
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Fig. 1 required average uplink data rate considering header overhead 
From Fig.1, we can see that when considering the headers overhead, the required average uplink data rate increases 50%.
Conclusion1: the headers of layers (MAC layer and RLC layer) have significant impact on the transmission efficiency for small data transmission.
2.1.2 Signalling overhead
Link connection must be established before data transmission. In this section, we consider the signalling overhead required to deliver the meter’s payload over the air interface. 
Table VI Signalling overhead in UMTS&LTE

	Item
	Uplink signalling overhead
	Downlink signalling overhead
	Connection procedure latency

	UMTS (hspa+)
	200byte
	600byte
	1126ms

	LTE
	100byte
	600bytes
	80ms


Table VI lists the signalling overhead in the UMTS system and the LTE system respectively [9, 10]. Fig. 2 presents the overall traffic volume including the metering data and signalling data. By comparing with the data only curve, the required average uplink rates increase 50% for the UMTS system and LTE system respectively. 
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Fig.2 required throughput considering the signalling and header overhead
Conclusion2: the transmission efficiency is low considering the signalling and header overhead for small data transmission. 
Proposal1: Transmission efficiency for smart metering aspects should be considered.
2.1.3 Potential solutions
Considering the transmission efficiency problem we analyzed above, some solutions are needed.

Based on the evaluation above, it can be easily found that the high control plane signalling overhead is the main cause. Reducing the signalling overhead during the ‘small data size’ connection establishment is needed to improve the resource efficiency. One solution to explore is to 
use broadcast signalling and configure several MTC device’s connection with the same parameters, thereby setting up a common MAC entity for MTC service. Another potential solution is to introduce long DRX cycle in connected mode, in order to afford keeping MTC UEs always RRC connected 
Proposal2: RAN2 is asked to investigate the potential solutions for transmission efficiency.

2.2 Power saving for MTC devices

As defined in TS22.368, extra low power consumption is one important feature for some cases, such as animal tracking, cargo tracking, prisoner tracking and gas metering. Introducing a longer DRX cycle is one possible way and solutions have been proposed in [8] to address the associated issues
Regarding the system information modification issue, one potential solution is to let the MTC device receive paging multiple times at every MTC paging cycle [8]. And the extension of SFN length is one way to enlarger the DRX cycle range [9]. 
Proposal3: RAN2 is asked to consider the Transmission efficiency aspects and power saving aspects as secondary priority.  
3 Conclusion
In this contribution, some evaluation and results have been presented regarding the transmission characteristics for smart metering, and the proposals are: 

Proposal1: Transmission efficiency for smart metering aspects should be considered.

Proposal 2: RAN2 is asked to investigate the potential solutions for transmission efficiency.
Proposal3: RAN2 is asked to consider the Transmission efficiency aspects and power saving aspects as secondary priority.  
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5 Annex A, Traffic requirement for Metering
In this section, we use specifications from State Grid of China [1] and papers from NIST [2] as reference to analyze traffic characteristics for metering applications. The following features can be observed:
· No mobility: All installed smart meters will not be moved frequently;  

· Always attached:  The smart grid device will not detach from the network after initial power up, except some abnormal conditions, e.g. power outage, etc.
The traffic is composed of:
· The downlink traffic from service centre to meters includes 

· Periodic reading request: the utility company polls each meter to report its reading periodically. 
· Acknowledgement (ACK) for warning event report.
· On-demand reading request: the utility company may poll a meter to report its reading any time. 
· Parameter setting request: the utility company may configure the rate information.
· Software/firmware update: the utility company may update the software or firmware of the meter. 
Periodic meter reading is typically performed in a day in order to obtain the information timely, to schedule the energy flow, and to monitor the energy path, etc. The period and reading duration are controlled by the network operator or energy operator. The reading periods can be varied from 5 minutes to one hour. There could be multiple reading periods depending on different users, e.g. domestic users or industrial user. Except periodic meter reading, other kinds of traffic occur randomly, from several times per day up to once several minutes. They can be described by Poisson distribution.
· Uplink traffic: The uplink traffic from meters to service centre for meter reading includes 
· Periodic reading report: the meter reports its reading periodically.
· Warning event report: the meter reports an event once any abnormal event is detected. 
· On-demand response: the meter reports its reading per the on-demand request.  
The periodic reading report may occur from every 5 minutes to every hour. Except that, other kinds of traffic are random. They may occur from several times per day up to once several minutes. Again, they can be described by Poisson distribution.
From the analysis above, we can get that except the software/firmware update, the above uplink and downlink traffic are of small amount of data for each transmission, e.g. less than 2,000 bytes.
The traffic in metering applications can be described as metering session. Each session consists of multiple data segment transmissions and corresponding acknowledgments. Table I and Table II list the traffic parameters for a metering session in the application layer [4, 6]. Datagram in the application layer is encapsulated by packet headers in different layers before arrival to the physical layer. Table III lists the resulting datagram at different layers.
Table I: Parameters for periodic meter reading

	
	Value
	Comment

	
	Value set 1
	Value Set 2
	

	Report period
	5 min,
	3 hours
	Fixed

	Downlink request size
	30 bytes
	25 bytes
	Fixed

	Uplink datagram size
	211 bytes
	2400 bytes
	Fixed

	Interval between datagram arrival  (mean)
	20 ms~500ms
	5 s
	Fixed (only for value set 2)

Uniform(for  value set 1)

	Packet call number
	1-2
	4-20
	Uniform


Table II: Parameters for On-Demand and warning report meter reading (Uplink)
	Component
	Uplink
	Downlink

	
	Distribution
	Parameter
	Distribution
	Parameter

	Arrival time
	Poisson
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	Datagram size
	Fixed
	211 bytes or 100 bytes
	Fixed
	25 bytes,

	Datagram latency
	Uniform
	20 ms~500 ms or 5s
	Uniform
	20 ms~500ms or 5s


Table III: Example datagram size in different layers
	Layer
	Datagram size (bytes)

	
	UMTS
	LTE

	On-demand meter read
	100

	TCP (TLS and transport) 
	25+20

	IP (IP Sec in tunnel mode and IPv6)
	80 + 40

	MAC/RLC/PDCP
	10
	5/6

	Total
	275
	270/271


The connection between MTC devices and network may be either direct or via a concentrator. Although a concentrator may be deployed in the network, there still cases where concentrators will not be used in practice. In scarcely populated areas, the concentrator is unnecessary, even in some densely populated city like Beijing, concentrators are not deployed due to high cost and long construction period. 
In following sections, the analysis focuses on the case of direct connections. In this section, we investigate the cell capacity for the metering applications in the Beijing city and then some simulations are shown regarding the required average uplink data rate. 
The number of metering devices is approximately equal to the population. The household densities shown in Table IV were obtained from [4, 5, 6, and 7]. In the dense population area, the cell radius is small, typically less than 500 meters. In urban area and the residential area, most macro cell radius is 100 meters to 200 meters. In order to assure the indoor coverage and satisfy normal human communications traffic volume, the micro or Pico cell would be deployed with its radius less than 100 meters, some cells even only focus several floors (up to 6) of a building. Assuming there are 10 devices which create traffic equivalent to meters in each home (There could be gas meter, water meter, heat meters and other environmental and medical sensors in a home in the future), Table IV lists the corresponding expected number of meters for the four cell size scenarios considered 
Table IV Household density and meter number in Beijing

	
	Macro cell
	Macro cell
	Macro cell
	Micro cell

	Cell radius
	500meters
	300meters
	150meters
	50 meters

	Household density (/Km2)
	6270 (exurb district)
	14727 (outskirts)
	14727 (outskirts)
	79629 (Center district)

	Household number
	4922
	4162
	1040.5
	604

	Total Meter number (/cell)
	49220
	41620
	10405
	6040
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