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1. Introduction
In current version of TR37.868 V0.4.0, there are some small issues should be corrected. In this contribution, text proposal is provided to capture the correct modifications.
2. Discussion
2.1. Issue 1
In Annex B.1, in the subsection about RACH Capacity of LTE, the table B.4 summarises some possible values of RACH opportunities/s/preamble for different PRACH configuration index value for LTE.
Table B.4-1: Number of RACH opportunities/s/Preamble

	PRACH Configuration Index
	% resources consumed in a 5MHz bandwidth
	Number of RACH opportunities/s/preamble

	0
	2.5
	100

	6
	5
	200

	9
	7.5
	300

	12
	12.5
	500

	14
	25
	1000


According to Table 5.7.1-2 in 36.211, PRACH Configuration Index 0 is defined as below for frame structure type 1:
	PRACH Configuration
Index
	Preamble
Format
	System frame number
	Subframe number

	0
	0
	Even
	1


That means there is one subframe per 20ms for RACH. Considering 5MHz, %resources consumed in 5MHz bandwidth should be 1.25, not 2.5. And the number of RACH opportunities/s/preamble should be 50. So we propose:
Proposal1: Correct the error values in table Table B.4.
2.2. Issue 2

Furthermore, as the above table B.4 indicated in 2.1 is only for frame structure type 1, the similar table can be provided for frame structure type 2, typically for UL/DL configuration 1, preamble format 0, like below:
Table B.4-2: Number of RACH opportunities/s/Preamble for FS type 2 UL/DL Configuration 1
	PRACH Configuration Index
	% resources consumed in a 10MHz bandwidth
	Number of RACH opportunities/s/preamble

	0
	1.5
	50

	3
	3
	100

	6
	6
	200

	9
	9
	300

	12
	12
	400

	15
	15
	500

	18
	18
	600


Proposal2: The table of Number of RACH opportunities/s/Preamble for Frame Structure type 2 should be added.
2.3. Issue 3

In the annex B.3, the simulation parameters for RACH HSPA - ASC simulation are UTRAN FDD parameters, not UTRAN TDD, so the corresponding description and simulations should be clarified.
Proposal3: the simulation parameters for RACH HSPA should be clarified for UTRAN FDD.

3. Proposal
According to above discussion and proposals, the corresponding text proposal is provided below. RAN2 is kindly request to discuss if the text proposal could be approved.
4. References

[1]. R2-103454 TR37.868 V0.4.0
[2]. TS 36.211 Physical Channels and Modulation
-----------------------------------Start of Text Proposal------------------------------------------------
B.1
Example RACH Load Analysis for Smart Electric Metering Application
For the purpose of this analysis, the household density in central and urban areas of London is considered as an example.  

According to the 2001 census data for London [4], the average number of people per household in Central London is 1.58 and 2.64 in an urban London Area. Figure B.1 shows the population density in London based on 2007 statistics [5].
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Figure B.1: Population Density in London

Based on the information provided by [4] and [5], the average number of households per square Km can be estimated and consequently the number of Smart Electric meters per cell for different cell radii (assuming each household has an electric meter). Table B.1 summarises the expected number of households per cell for typical cell radii. In the example scenario, it is assumed that all households with a smart electric meter within a cell are served by the same operator. 
Table B.1: Predicted RACH intensity of Smart Meters

	Area
	Population Density/SqKm
	Number of people /household
	Average number of households /SqKm
	Typical Cell Size/Km
	No. Households/cell

	Central London
	10000
	1.58
	6329
	0.5
	4968

	Urban London
	7500
	2.64
	2840
	2
	35670


In [6], a smart meter density of 1000/sector is quoted for the US market. Analysis for this value is also taken into consideration for further evaluation.

The other factor that influences the RACH intensity generated by smart meters in a cell is the frequency with which the meters need to provide their reading. Smart meters can be used for a variety of applications such as for Automatic Meter Reading, Energy Demand Management and Micro Electric Generation management. According to [6], periodical reporting of meter readings in ranges of 5 mins, 15 mins, 1 hour, 6 hours, 12 hours and 24 hours are possible.

It is assumed that a concentrator serves a group of smart electric meters. G smart electric meters are grouped and connected to a concentrator. Readings from the meters of the same group are aggregated by the serving concentrator. A concentrator connects to eNB and reports to data centre periodically. The value of G is given by:

G = FFS (General Case)

or

G = 1 (Worst Case).
Table B.2 summarises the expected RACH intensity (Number of RACH attempts/s) for different periodicities of sending smart meter readings for the different regions considered. The calculations assume that the sending of meter readings is uniformly distributed over the required periodicity of sending the readings.

Table B.2: Predicted RACH intensity of Smart Electric Meters

	Smart Electric Meter Reading Periodicity
	RACH Intensity (RACH Attempts/s)

	
	US market (1000 smart meters /sector) [6]
	Central London (4968 households/cell)
	Urban London (35670 households/cell)

	5 mins
	3.3
	16.6/G
	118.9/G

	15 mins
	1.1
	5.5/G
	39.6/G

	30 mins
	0.6
	2.8/G
	19.8/G

	1 hour
	0.3
	1.4/G
	9.9/G

	6 hours
	0.05
	0.2/G
	1.7/G

	12 hours 
	0.02
	0.1/G
	0.8/G

	24 hours
	0.01
	0.06/G
	0.4/G


Synchronised Generation of RACH Attempts by Smart Meters

If Smart Electric meters do not distribute their RACH attempts over time, the generated RACH intensity will depend on the level of synchronisation of the generated RACH attempts. During the study, the possibility of all electric meters generating their attempts within 10 s (due to lack of clock synchronisation in smart meters) [7] and one minute due to alarms triggered by smart meters [6] have been indicated. With such tight synchronisation, the generated RACH intensity is summarised in Table B.3.
Table B.3: RACH Intensity Generated by Synchronised Smart Electric Meters
	Synchronisation  range
	RACH Intensity

	
	US Market (1000 smart meters per sector) [6]
	Central London (4968 households/cell)
	Urban London (35670 households/cell)

	10s
	100
	497/G
	3567/G

	1 min
	17
	83/G
	595/G


3. RACH Capacity of LTE 

According to [7], an estimate of the RACH collision probability is given by: 
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where L is the total number of random-access opportunities per second and ( is the random-access intensity, i.e. there are, on average, ( random-access attempts per second and cell. The analysis assumes that there are a large number of devices in the cell which is valid for this scenario. Moreover, it is also assumed that the arrival of RACH requests is uniformly distributed over time. 

 In Section 2, the RACH intensity generated by smart meters was evaluated. The total number of RACH attempts per second depends on the PRACH configuration index as described in TS 36.211 [8]. Table B.4-1 summarises some possible values of RACH opportunities/s/preamble for different PRACH configuration index value for LTE frame structure type 1. Table B.4-2 summarises some possible values of RACH opportunities/s/preamble for different PRACH configuration index value for LTE frame structure type 2 UL/DL configuration 1.
Table B.4-1: Number of RACH opportunities/s/Preamble for Frame Structure Type 1
	PRACH Configuration Index
	% resources consumed in a 5MHz bandwidth
	Number of RACH opportunities/s/preamble

	0
	1.25
	50

	6
	5
	200

	9
	7.5
	300

	12
	12.5
	500

	14
	25
	1000


Table B.4-2: Number of RACH opportunities/s/Preamble for Frame Structure Type 2 UL/DL Configuration 1
	PRACH Configuration Index
	% resources consumed in a 10MHz bandwidth
	Number of RACH opportunities/s/preamble

	0
	1.5
	50

	3
	3
	100

	6
	6
	200

	9
	9
	300

	12
	12
	400

	15
	15
	500

	18
	18
	600


For a given collision probability Pc, the required number of RACH opportunities to support a certain RACH intensity is given by:
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In Figure B.2, a plot of the supported RACH intensity against the required number of RACH opportunities is provided.
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Figure B.2: Supported RACH Intensity against number of RACH opportunities per second for a given collision probability of 1%.

-----------------------------------The Next Text Proposal------------------------------------------------
B.3
RACH Load Analysis for HSPA and LTE

The random access for HSPA and LTE were dimensioned to provide service to a target of UEs. Due to uncoordinated random access, RACH has a clearly limited capacity. 

MTC devices, depending on the way they create traffic, might eventually overcome the RACH capacity. Annex B.1 indicated that in UK, the expected number of devices in urban areas is above 35000 and in US, the expected number of devices is in the order of 1000. 

In both cases, it is obvious that if all those 35000 or 1000 devices start their random access at the same time – same random access slot – in a synchronous fashion, the RACH capacity for that slot will be exceeded. From the interference point of view, a rush of random access accesses will increase the UL thermal noise which may affect other UEs. At the same time, in one access slot, the Node B can only send a limited amount of AICH in the DL. Devices which do not receive an AICH will access during next access slot even with a higher power increasing the interference in the system. Last but not least, the Node B has a limited amount of RACH HW receivers which may limit the amount of UEs transmitting at the same time. Similar limitations are also present in LTE.

RACH HSPA - ASC Simulation Results for UTRAN FDD
In these simulations, an ASC has been created so that a sub-set of signatures is used for MTC devices. An ASC is defined by a set of RACH channels (i.e. access slots in which the device can start its transmission), by a dynamic persistence value, and by a set of signatures.
It has been also considered that all MTC devices arrive to the network uniformly distributed within 1, 2, and 3 minutes. 

The basic simulation parameters are below: 

	Number of MTC devices
	1000

	Arrival time
	Uniform distribution – 1, 2, 3 minutes

	Application packet size
	200 Bytes (+ UDP/IP headers)

	Back-off parameters
	

	
	NB01min
	0

	
	NB01max
	30

	ASC
	

	
	Number of signatures
	4

	
	Dynamic persistence value
	0.3, 0.3, 0.5 (for 1, 2 and 3 minutes respectively)

	
	Available access slots
	All

	RACH receivers
	5

	RACH TTI
	20 ms


Figure B.4 shows the CDF to access the network, i.e. the time from the beginning of the random access at the MAC layer until the device receives the ACK on the AICH. Note that due to limited data rate available on RACH, each MTC device will need to perform several accesses in order to send completely the 200 bytes (+ headers) of data.  

Figure B.5 shows the CDF of the time required for MTC device to complete the transmission of its data. 
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Figure B.4: CDF of the access delay


We can observe that if the MTC devices start their application transmissions within 1 minute, 90% of the devices will take less than 1 second to access the network when they try to access the network to send a piece of their data. 
On the other hand, when those 1000 devices are distributed over 2 or 3 minutes, virtually all will access the network within 0.5 seconds. In the case of 3 minutes, the time to access the network could have been reduced even further if the persistence value would have been higher and the maximum back-off value would have been reduced. In the worse scenario, a device would wait for 300 ms to re-try again to access the network after receiving a NACK on the AICH. These parameters may be too conservative in case the NW has enough resources and the network is aware of the intensity of those devices. 
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Figure B.5: CDF of the transmission time


Since the data needs to be sent using several RACH transmissions, it will take up to 5 seconds for 90% of the MTC devices to complete the transmission of the whole data if the devices are distributed within 1 minute time. The situation improves considerably if the devices arrive to the network distributed within longer period of time. 
-----------------------------------End of Text Proposal------------------------------------------------
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