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1. Introduction

In RAN2 #70, some companies proposed to increase the number of bearers on Un interface. This contribution discusses whether more bearers need to be defined for Un interface or existing number of bearers (i.e eight bearers) are enough.
2. Discussion
According to the current relay architecture, UP bearers over Un interface convey S1/X2-AP packets and OAM traffic in addition to normal user data packets. 

To evaluate whether those new services require its own bearer or can be combined into some other bearer, the performance requirements of S1/X2-AP and OAM traffic need to be considered. 
S1/X2-AP between network nodes is very important as it keeps the network operational, and it needs to be forwarded in a timely manner. This type of traffic should be guaranteed to always receive timely service. And the packet error and loss rate under peak load should also be very low. 
There is difference with OAM traffic, which requires a low packet loss but is relatively not sensitive to delay.  And the packet error and loss rate should also be very low. 
In [1], different service classes are also recommended for signaling traffic and OAM. 

Conclusion 1: Different DRBs with different QoS classes should be assigned to S1/X2-AP and OAM traffic;

Conclusion 2: OAM should have lower priority than S1/X2-AP, since it is not as delay sensitive as S1/X2-AP; 
2.1 QCI mapping in Un
Currently 9 QCIs are standardized. However the QCI space is 8 bits (256 values) and operators can use non-standardized QCIs in their network. Thus whether the QCI mapping is needed or not will be very much depending on the used QCIs in the operators network. 
Besides as long as there is no congestion, the number of bearer with different QoS requirement doesn’t make much difference from system performance or user experience point of view. Especially in Rel-10, fixed Relay for coverage extension is the typical use case. Thus we assume that the radio quality between relay node and DeNB should be stable and good. Also the numbers of active UEs in RN will not be very big. 
Considering that Un link is providing the backbone to the end user and relay is operator deployed equipment, the Un link should be dimensioned correctly so that it should provide enough capacity for signaling traffic (X2 and S1) and GBR services. For GBR services, also the admission control should work properly to guarantees the services.
Considering the above facts into account, one possibility could be mapping the X2 and S1 traffic into QCI=5 bearer. As this QCI has highest priority and the amount of traffic is not expected to be very large, we believe that this mapping should work well..
And one possible bearer allocation could be to allocate one bearer per each QCI having GBR. This means that QCI=1 to 4 will have own bearer. And as discussed above QCI=5 will have own bearer with X2 and S1 traffic mapped to. And either the rest of the Non-GBR services (QCI=6 to 9) can be mapped to one bearer or QCI = 6, 8 and 9 maps to one bearer while QCI=7 can map to a different bearer as they have different packet delay budget. And the traffic for O&M can be mapped either with QCI = 6, 8 and 9 or QCI = 7,
With the above mapping, 7 bearers are required. Additionally, by using 8th bearer, non-GBR bearer differentiation can be supported. 
Considering the tight schedule to finalize relay in Rel-10, it is preferable to reuse the existing concept as much as possible. And especially it seems that 8 bearers already can support quite decent QoS differentiation.
Proposal 1: It is proposed that Un interface supports maximum 8 bearers as Uu in Rel-10 time frame.
3. Conclusion

In section 2, we showed one possible QCI mapping to 8 bearers in case four GBR standardized QCI;s are used in the network. However in real network, depending on the used QCI;s in the network, the mapping may look different. 

Considering the characteristics of Un link and the short Rel-10 time schedule, we propose the following way forward:
Proposal 1: It is proposed that Un interface supports maximum 8 bearers as Uu in Rel-10 time frame. 
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[image: image1.png]| service | DSCP | Conditioning at | PHB | Queuing| AQM|
| class | | DS Edge | Used | [

INetwork Control| CS6 | See Section 3.1 | REC2474 | Rate | Yes|

| Telephony | EF |Police using sr+bs | RFC3246 |Priority| No |
Signaling | CS5 |Police using srbs | RFC2474 | Rate | No |
Multimedia | AF41 | Using two-rate, | | | ves|
Conferencing | AF42 |three-color marker | RFC2597 | Rate | per|
| AF43 | (such as REC 2698) | | Ipsce|

Real-Time | CS4 |Police using sr+bs | RFC2474 | Rate | No |
Interactive | | | |
|
Multimedia | AF3l | Using two-rate, | |
Streaming | AF32 |three-color marker | REC2597 | Rate | per|
| AF33 | (such as RFC 2698) | | Ipsce|

|Broadcast Video| CS3 |Police using sr+bs | RFC2474 | Rate | No |
I Zow- | RF21 | Using single-rate, | | | Yes|
| Latency | AF22 |three-color marker | RFC2597 | Rate | per|
| Dpata | AF23 | (such as RFC 2697) | | Ipsce|
|

| omy | €S2 |Police using srbs | RFC2474 | Rate | Yes|
|

| migh- | AF1l | Using two-rate, | | | ves|
| Throughput | AF12 |three-color marker | RFC2597 | Rate | per|
I Dpata | AF13 | (such as RFC 2698) | | Ipsce|
|

| Standard | DF | Not applicable | RFC2474 | Rate | Yes|
|

| Low-Priority | CS1 | Not applicable | RFC3662 | Rate | Yes|
| Data | | | | [

Figure 4. Summary of QoS Mechanisms Used for Each Service Class




	QCI
	Resource Type
	Priority
	Packet Delay Budget (NOTE 1)
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	3
	50 ms
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	5
	300 ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	5
(NOTE 3)
	
	1
	100 ms
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	

300 ms
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)



