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1. Introduction
In this contribution, Vodafone provides an analysis of capacity loss in the network due to header overhead considering different header compression schemes discussed during the study item phase and a typical traffic mix.
2. Overhead for Different Header Compression Schemes

Table 1 summarises the expected header size without header compression and with header compression techniques as described in [1]. 
Table 1: Summary of Compressed Header Size with/without Header Compression

	Configuration
	Header Size/bytes
	Standardisation impact

	Uu Overhead (IPV4) (no Compression)
	40
	 

	Uu Overhead (IPV6) (no compression)
	60
	 

	Normal compression over Uu
	5
	 

	No Compression (IPV4) 
	76
	 

	No compression (IPV6)
	116
	 

	Overall compression
	9
	High (IETF)

	Separate Compression (excluding GTP)
	18
	low (new packet type for GTP)

	Separate Compression (including GTP)
	10
	high

	Outer Compression (IPV4)
	53
	No impact

	Outer Compression (IPV6)
	73
	No impact

	Header stripping
	13
	Low (PDCP needs to know about GTP)

	3GPP  Compression [2]
	7
	Low (RRC signalling of context information to recreate outer header)


3. Typical Packet Distribution 

Table 2 summarises the observed distribution of packet sizes on a Vodafone network in Madrid. The Table also indicates what fraction of the system bandwidth is taken up by a given packet size.
Table 2: Observed Distribution of Packet Size in a live Network

	Packet size (i)
	% Traffic with Packet Size i
	% of bandwidth taken by packet size (i)

	28
	43.3
	5.3

	60
	5.4
	1.0

	540
	14.8
	16

	988
	3.5
	6.9

	1500
	19.4
	57

	508
	12.5
	13


One observation from Table 2 is that even though 43.3 % of packets in the network are of size 28 bytes, the actual bandwidth occupied by this packet size is only 5%. Hence, it is interesting to look at the average header overhead considering packet size distribution and also distribution of bandwidth among different packet sizes. 

4. Overhead Analysis

For each packet size (i) the overhead is worked out using the formula:
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Two approaches are considered to evaluate the header overhead. In one approach the average header overhead can be computed based on the packet size distribution.
The average header overhead is obtained using the following formula:
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The second approach is to consider the fractional bandwidth loss considering the distribution of the capacity among different packet sizes.
The average fractional capacity loss due to header overhead is obtained using the following formula:
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5. Results
5.1 Average Header Overhead
Table 3 summarises the results of average header overhead without header compression and with each of the header compression schemes described in [1].
Table 3: Average Header Overhead
	Configuration
	Header size /bytes
	Overhead with 100% small  packets
	Overhead with 100% 1500 bytes packets
	Average % Header Overhead with 100% traffic on Un or Uu
	Average % Header Overhead (30% traffic over Un) and 70% over Uu

	Uu Overhead (IPV4) (no Compression)
	40
	53
	2.6
	28
	

	Uu Overhead (IPV6) (no compression)
	60
	63
	3.8
	34
	

	Normal compression over Uu.
	5
	13
	0.3
	6
	

	No Compression (IPV4)
	76
	68
	4.8
	37
	15

	No compression (IPV6)
	116
	77
	7.1
	43
	17

	Overall compression
	9
	20
	0.6
	10
	7

	Separate Compression (excluding GTP)
	18
	34
	1.2
	17
	9

	Separate Compression (including GTP)
	10
	22
	0.7
	11
	7

	Outer Compression (IPV4)
	53
	60
	3.4
	32
	14

	Outer Compression (IPV6)
	73
	68
	4.6
	37
	15

	Header stripping
	13
	27
	0.9
	13
	8

	3GPP Compression
	7
	17
	0.5
	8
	7


The results in Table 3 indicate the maximum percentage header overhead (assuming 100% traffic is of size 28 bytes), minimum percentage overhead (assuming 100% of traffic is of size 1500 bytes) and the average percentage overhead (assuming the typical packet size distribution in the network).
If 100% of traffic is assumed to go over Un, the average percentage overhead for the case where no new header compression scheme is introduced in Release 10 is around 32% for IPv4 headers and 37% for Ipv6 headers. This can be reduced to around 8-17% with a new header compression scheme (as highlighted in Table 3).

Conclusion 1: The Average header overhead can be reduced by around 15-29% with a new header compression scheme in Release 10 relative to reusing the existing header compression scheme if 100% of traffic goes over Un
In Vodafone’s view, it is unlikely that 100% of traffic of a donor cell would go over the Un interface. A typical split is likely to be around 30% of traffic on Un and 70% on Un.

With this assumption, introducing a new header compression scheme will reduce the header overhead by around 6-8% relative to the case where the existing header compression scheme is reused. 
Conclusion 2: With the assumption that 30% of traffic goes over Un and 70% over Uu, introducing a new header compression scheme can reduce the average header overhead by around 6-8% relative to the case where the existing header compression scheme is reused.

5.1 Average Fractional Capacity Loss

Table 4 summarises the results for the average capacity loss due to header overhead.
Table 4: Average Capacity Loss per Donor Cell
	Configuration
	Header size /bytes 
	Overhead with 100% small packets
	Overhead with 100% 1500 bytes packets
	Average  % Capacity Loss per donor cell assuming 100% traffic over Un or Uu
	Average % Capacity Loss per donor cell (30% traffic over Un and 70% over Uu)

	Uu Overhead (IPV4) (no Compression)
	40
	57
	3
	7.9
	

	Uu Overhead (IPV6) (no compression)
	60
	66
	4.3
	10.2
	

	Normal compression over Uu.
	5
	26
	0.8
	2.7
	

	No Compression over Un (IPV4) 
	76
	70
	5.2
	11.8
	5.4

	No compression over Un (IPV6)
	116
	78
	7.5
	15.4
	6.5

	Overall compression over Un
	9
	31
	1.1
	3.4
	2.9

	Separate Compression  over Un (excluding GTP)
	18
	42
	1.6
	4.9
	3.4

	Separate Compression over Un (including GTP)
	10
	33
	1.1
	3.60
	3.0

	Outer Compression over Un (IPV4)
	53
	63
	3.8
	9.4
	4.7

	Outer Compression over Un  (IPV6)
	73
	70
	5
	11.5
	5.3

	Header stripping
	13
	36
	1.3
	4.1
	3.1

	3GPP Compression
	7
	29
	0.9
	3.1
	2.8


The results in Table 4 indicate the maximum percentage capacity loss (assuming 100%  traffic is of size 28 bytes),  minimum percentage capacity  loss (assuming 100% of traffic is of size 1500 bytes) and the average percentage capacity loss (assuming the typical fraction of bandwidth occupied by a certain packet size).

If 100% of traffic is assumed to go over Un, the average fractional capacity loss for the case where no new header compression scheme is introduced in Release 10 is around 9% with IPv4 headers and 12% with IPv6 headers. This can be reduced to around 3-5 % with a new header compression scheme (as highlighted in Table 4).

Conclusion 3: With 100% of traffic over Un, introducing a new header compression scheme with low standards impact will result in a saving of around 6-7% of system capacity relative to reusing the existing header compression scheme.
Considering the typical split of traffic between Un (30%) and Uu(70%), the overall capacity loss is around 3% if a new header compression scheme is introduced in Release 10 and around 5% if no new header compression scheme is introduced. 
Conclusion 4: With a split in traffic of 30% over Un and 70% over Uu, introducing a new header compression scheme in Release 10 will save around 2% system capacity for the typical traffic mix considered. 
6. Conclusions

In this contribution, an analysis is performed to estimate the average header overhead and also the average capacity loss in the system for the case where no new header compression scheme is introduced in Release 10 and the case where  new header compression schemes  are introduced. The following conclusions were made:

Conclusion 1: The Average header overhead can be reduced by around 15-29% with a new header compression scheme (with low standards impact) in Release 10 relative to reusing the existing header compression scheme if 100% of traffic goes over Un.
Conclusion 2: With the assumption that 30% of traffic goes over Un and 70% over Uu, introducing a new header compression scheme can reduce the average header overhead by around 6-8% relative to the case where the existing header compression scheme is reused.

Conclusion 3: With 100% of traffic over Un, introducing a new header compression scheme with low standards impact will result in a saving of around 6-7% of system capacity relative to reusing the existing header compression scheme.
Conclusion 4: With a split in traffic of 30% over Un and 70% over Uu, introducing a new header compression scheme in Release 10 will save around 2% system capacity for the typical traffic mix considered. 

RAN2 is kindly requested to take the above conclusions into account in deciding whether to specify a new header compression scheme in Release 10 for header compression over Un. 
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