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1.  Introduction
In previous RAN2 meetings, some agreements regarding PCC management had been achieved. However, we still lack general knowledge on performance of carrier aggregation operation in different deployment scenarios. Without this knowledge, it is not easy to make the most of multiple CCs by optimum CC management method. This paper gives evaluation on cell throughput performance with different CC management policies and sheds light on the way forward.
2. Discussion
2.1
Background
In order to give overall performance perspective, we performed system level simulations on Scenario 1 and Scenario 3 in TS 36.300 as shown in Figure 1. They are representative of deployment scenarios where different CCs are similar or apart in channel quality perspective. Detailed system model and parameters of simulation platform are listed in Annex.
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(a)                                     (b)
Figure 1  Cell layout of (a) Scenario 1 and (b) Scenario 3 [1].
When CA is operated, two kinds of scheduling methods can be considered, i.e., joint CC scheduling and independent CC scheduling. By using joint CC scheduling, scheduling results of one CC will be reflected to other CCs. Joint CC scheduling exploits the optimal performance in CA environment, because the scheduler can always allocate resources on the CC with highest CQI. However, eNBs having such capability can be expensive, as the number of UEs that a scheduler needs to handle is multiplied by the number of aggregated CCs. On the other hand, independent CC scheduling is a simpler method, where scheduling is done independently at each configured CC, and scheduling results on one CC will not be reflected to other CCs. This would be simpler if reuse of Rel-8/9 equipments is essential.
Hence, these two scheduler types were evaluated.
As for CC management, Pcell was always maintained as the cell having the best quality across both CCs, with 3 dB hysteresis. As for Scell selection, two approaches were considered, which are described in section 2.3 in detail.
Cell average throughput and cell edge throughput were considered as evaluation criterion. 
2.2
Throughput ratio
To understand what can be potentially achieved by carrier aggregation, we first studied the joint CC scheduler case, assuming that all UEs are always configured to aggregate both CCs. To understand the benefits of carrier aggregation, we examined the “throughput ratio” as defined below:
Throughput ratio:
The actual usage of one CC in terms of the ratio of throughput a CC contributes to the overall throughput.
We defined a factor “Throughput ratio for CCn” as follows:

Tr = Throughput ratio of CCn = 
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Figure 1 shows the CDF of throughput ratio of CC1. In Scenario 1, the throughput ratio is widely distributed across 0 to 1. This implies that in Scenario 1, performance is better if both CCs are aggregated always. This can be seen as a frequency diversity gain. However in Scenario 3, it can be seen that almost 35% of the UEs are actually only scheduled on CC1, and another 35% are only scheduled on CC2. The reason is, by joint CC scheduling, a UE tends to be scheduled on the CC having higher CQI. When CCs are widely apart in channel quality, a UE is more often scheduled on the best CC, which tends to be the same all the time. From this result we can see that nearly 70% of the UEs are not exploiting carrier aggregation in Scenario 3. Since 70% of the UEs are simply creating more scheduler load without any gain, it is desirable to eliminate such unnecessary CCs from aggregation.
This implies that efficient CC management is vitally important.
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Figure 2  CDF of throughput ratio of CC1.
2.3
SCC management 
A hint we get from section 2.2 is that, if a SCC has bad channel quality, it is not necessary to be configured, since adding the bad SCCs will only increase eNB’s scheduler load without providing any gain. Therefore, it is worthwhile to investigate when and how eNB knows that some SCCs should be added or removed for better performance and to lower scheduling complexity.
Two policies of triggering SCC addition and removal were considered:
Policy 1 (Absolute policy)：To use absolute thresholds on RSRP for addition and removal. For example, when RSRP of a CC is offset higher/ lower than an absolute threshold, the CC is added / removed respectively.
Policy 2 (Relative policy) ：To use relative threshold on RSRP for addition and removal. For example, when RSRP of a CC is offset higher/lower than that of PCC, the CC is added / removed respectively.
In order to evaluate the performance of these two policies, system simulations were performed. Multiple thresholds for Policy 1 and 2 have been experimented: -67 dBm ~ -97 dBm as thresholds for SCC addition when using Policy 1; -0.1 dB ~ -3 dB as thresholds of RSRP difference from PCC for SCC addition when using Policy 2. For both of these policies, a 3 dB hysteresis for SCC removal is assumed. In the simulation, performance for Scenario 1 and 3 are evaluated, assuming two CCs on 2 GHz.
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Figure 3  Cell average throughput and cell edge throughput with Policy 1.
Figure 3 implies that the user throughput is generally higher in Scenario 3 than Scenario 2, showing effectiveness of Scenario 3 type of deployment. However, more importantly, from CC management perspective, Fig.3 implies that the optimum threshold value for Policy 1 depends significantly on the deployment scenario. For example, the optimum threshold value in terms of cell average throughput can be more than 10 dB apart for Scenario 1 and 3.
In practical networks, cells are not located at such clear hexagonal grids but rather mixed in deployment. The antenna directions can be different cell by cell, and some cells have heterogeneous environment. Hence, it would be extremely difficult to optimise the absolute thresholds to achieve maximum performance with Policy 1. Relying on such policy to achieve performance is unrealistic.
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Figure 4  Cell average throughput and cell edge throughput with Policy 2.
Figure 4 shows the performance of Policy 2. It can be seen that for Scenario 3 the performance improves as the addition threshold approaches 0 dB. This implies that carrier aggregation provides larger gains when the aggregated CCs are comparable in quality. By removing any CCs below -3 dB (hysteresis) of the Pcell, resources can be allocated towards UEs having better quality on that CC. Due to such shared nature of resources, higher relative thresholds resulted in higher user throughput.
Note that the performance of Scenario 1 is independent of the threshold value with Policy 2. This is since both CCs were basically always aggregated, as the two CCs always had the same pathloss in the evaluated scenario (both CCs are 2 GHz). This would be a desirable result, since in Scenario 1 the two CCs can be used as a way of frequency diversity.

From these results, it can be observed that Policy 2 is more agnostic to the deployment scenario and has a potential to work sufficiently well in various deployments. Moreover, the results hint that it is essential to be able to aggregate CCs having comparable quality, and to be able to eliminate any CCs in bad quality relative to the Pcell, so that resources can be allocated to other UEs having better quality on that CC.
3. Conclusions
Simulation results were presented to show performance of different CC management policies. From the results, it was observed that carrier aggregation provides larger gain when aggregated CCs have comparable quality. It was also observed that being able to eliminate any CCs in bad quality relative to the Pcell is also essential, so that resources can be allocated to other UEs having better quality on that CC. We also observed that CC management based on thresholds relative to the Pcell quality has potential to be applicable to various deployment scenarios, while using absolute thresholds for CC management would require deployment specific tuning. Therefore, it is proposed that RAN2 support sufficient mechanisms to allow “relative” quality based CC management.
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Annex

Details of the simulation model are summarized in the Table1.

Table 1  Simulation model and parameters.

	Carrier frequency
	2 GHz (CC1) / 2 GHz (CC2)

	System bandwidth
	10 MHz (CC1) / 10 MHz (CC2)

	Cell layout
	Hexagonal grid, 19 cell-sites,

3 sectors per cell-site per CC

	Inter-site distance (ISD)
	500 m

	Distance-dependent path loss
	L = 128 + 37.6 log10(R), R in kilometers

	Penetration loss
	20 dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	0.5 (inter-site) / 1.0 (intra-site)

	eNB transmission power
	46 dBm

	eNB antenna pattern
	70 deg sectored beam with tilting:
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	eNB antenna gain
	14 dBi

	UE antenna gain
	0 dBi

	UE noise figure
	9 dB
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