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1 Introduction
RAN2#69bis foresaw that the random access could be a bottleneck for MTC devices especially if those devices accessed the network in a synchronized fashion.
This contribution explores the random access for synchronized MTC devices such as smart meters. 
2 Discussion 
The random access for HSPA and LTE were dimensioned to provide service to a target of UEs. Due to uncoordinated random access, RACH has a clearly limited capacity. 

MTC devices, depending on the way they create traffic, might eventually overcome the RACH capacity. The annex in [1] provides two different views on the number of expected MTC devices which may access the network. In UK, the expected number of devices in urban areas is above 35000. In US, the expected number of devices is in the order of 1000. 

In both cases, it is obvious that if all those 35000 or 1000 devices start their random access at the same time – same random access slot – in a synchronous fashion, the RACH capacity for that slot will be exceeded. From the interference point of view, a rush of random access accesses will increase the UL thermal noise which may affect other UEs. At the same time, in one access slot, the Node B can only send a limited amount of AICH in the DL. Devices which do not receive an AICH will access during next access slot even with a higher power increasing the interference in the system. Last but not least, the Node B has a limited amount of RACH HW receivers which may limit the amount of UEs transmitting at the same time. Similar limitations are also present in LTE.
Neither HSPA nor LTE were dimensioned to stand extreme amount of synchronized accesses. Therefore, the accesses need to be distributed across a certain period of time. 
A mechanism to distribute the access across a certain period of time can be placed into two different levels: application layer, and MAC layer.

A solution at the application is presented in [2]. Basically, a device would start its transmission between an initial and final pre-defined times. 

The HSPA MAC layer has its own mechanisms to delay the accesses. The standard supports two different mechanisms to delay the random access. One decides when to actually start the physical random access the first time. The second re-tries again to access the network after a certain period of time after the device/UE got a negative acknowledgment.

The former mechanism uses what so called persistence value and only applies for HSPA. Before starting the random access, the device draws a random value, if this value is below the persistence value; then the device starts the random access. Otherwise, it waits 10 ms and draws another value. 

The later mechanism is the back-off when the UE gets a NACK on the AICH, or the random access response including a back-off for LTE. The device will draw a random value. This value needs to be framed within a lower and upper pre-defined. The device will wait that time before starting the whole process again.

These mechanisms already implemented in the current MAC specs can help the random accesses to be distributed in time. 

For HSPA, if the network wants to separate a set of UEs or devices, the network can configure Access Service Classes (ASC) for concrete Access Classes. An ASC is defined by a set of RACH channels (i.e. access slots in which the device can start its transmission), by a dynamic persistence value, and by a set of signatures.  
2.1 RACH HSPA - ASC Simulation Results
In these simulations, an ASC has been created so that a sub-set of signatures is used for MTC devices.
It has been also considered that all MTC devices arrive to the network uniformly distributed within 1, 2, and 3 minutes. 

The basic simulation parameters are below: 

	Number of MTC devices
	1000

	Arrival time
	Uniform distribution – 1, 2, 3 minutes

	Application packet size
	200 Bytes (+ UDP/IP headers)

	Back-off parameters
	

	
	NB01min
	0

	
	NB01max
	30

	ASC
	

	
	Number of signatures
	4

	
	Dynamic persistence value
	0.3, 0.3, 0.5 (for 1, 2 and 3 minutes respectively)

	
	Available access slots
	All

	RACH receivers
	5

	RACH TTI
	20 ms


Figure 1 shows the CDF to access the network, i.e. the time from the beginning of the random access at the MAC layer until the device receives the ACK on the AICH. Note that due to limited data rate available on RACH, each MTC device will need to perform several accesses in order to send completely the 200 bytes (+ headers) of data.  
Figure 2 shows the CDF of the time required for MTC device to complete the transmission of its data. 
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Figure 1: CDF of the access delay

We can observe that if the MTC devices start their application transmissions within 1 minute, 90% of the devices will take less than 1 second to access the network when they try to access the network to send a piece of their data. 

On the other hand, when those 1000 devices are distributed over 2 or 3 minutes, virtually all will access the network within 0.5 seconds. In the case of 3 minutes, the time to access the network could have been reduced even further if the persistence value would have been higher and the maximum back-off value would have been reduced. In the worse scenario, a device would wait for 300 ms to re-try again to access the network after receiving a NACK on the AICH. These parameters may be too conservative in case the NW has enough resources and the network is aware of the intensity of those devices. 
[image: image2.emf]0 2 4 6 8 10 12 14

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CDF packet delay 

seconds

 

 

 AT 1 minute, 

 AT 2 minutes, 

 AT 3 minutes


Figure 2: CDF of the transmission time

Since the data needs to be sent using several RACH transmissions, it will take up to 5 seconds for 90% of the MTC devices to complete the transmission of the whole data if the devices are distributed within 1 minute time. The situation improves considerably if the devices arrive to the network distributed within longer period of time. 
We can conclude that Access Service Class may be a good mechanism to separate UEs and MTC devices. At the same time, ASC give the possibility to dynamically change the persistence value, number of signatures and access slots according to the load in the network without affecting UEs. Yet, some parameters which are common for all UEs and devices such as back-off parameters, for instance, may need to be customized for MTC devices. 

Though 1000 MTC devices was a manageable amount of devices; their transmissions suffered a considerable delay. These facts lead us to think that if a vast amount of devices access the network and the only mechanism to delay their accesses is the mechanisms at the MAC layer, the network may experience considerable problems to handle those devices and, ultimately, the network may not be able to control the UL interference level which may affect typical UEs. 
The following approaches can be used to improve the situation. 
· Application layer can introduce a simple mechanism to randomize its transmission [2].
· The network may dynamically configure a second RACH for MTC devices.

2.2 LTE random access
The basic assumption for RACH simulations are as follows: 

The RACH is configured to occur every 5 ms, with 54 preambles, as 10 is reserved as dedicated. This results in 200 RACH opportunities per second and a total of 10800 preambles per second. A maximum of 3 users is granted per random access response (RAR) and RAR can be sent under a window of 5 ms. PDCCH is modelled with a fixed grant model with 3 grants/assignments per link. Single cell simulations on 5 MHz have been simulated. Random access contention is modelled as RACH loss, i.e. both users retransmit. Absolute priority is given to signalling traffic
In these simulations, it has been supposed that voice users are also coming to the network.
Figure 3 shows the delay to send the whole application packet to the network. Figure 4 shows the delay experienced by VoIP UEs. In both cases the number of MTC devices which arrive within 1 minute is set to 1000. 
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Figure 3: CDF of the transmission time
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Figure 4: CDF of the transmission time


Figure 5 and Figure 6 represent the delay to send the data by the MTC devices as well as the delay experienced by VoIP UEs when a total of 35000 MTC devices arrive within 1 minute.
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Figure 5: CDF of the transmission time
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Figure 6: CDF of the transmission time

It seems clear that LTE networks can handle huge amounts of traffic arriving in a synchronized fashion. Yet, when the expected load is extremely high, normal UEs may start experiencing noticeable delays. In this concrete case, the network might need to introduce some mechanisms to protect normal UEs to be blocked or excessively delayed by MTC devices. 

3 Conclusion
For HSPA, it has been shown that current specification seems to be able to handle certain degree of synchronized load. Yet, a specific set of parameters need to be configured specifically for these devices. The network also needs to configure specific access service classes and may need to change dynamically the parameters in order to support very large number of users.

Whether the load increases substantially, the application layer should take care that the access is started within a period of time of several minutes. This will be necessary to reduce the interference levels as well as to not create unnecessary congestion on RACH. 

On the other hand, LTE seems to be able to handle large amount of random access load, possibly even up to 35000 devices. In order to make more efficient use of the resources and keep a better control of the system, some access control techniques might be needed when several dozens of thousand of devices are to be expected to arrive at a single time. A simple approach would be to set an application layer solution to randomize the time to transmit the data. Yet, it is to be studied the gains of any new access control techniques compared with the increased in complexity or downlink signaling. 
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