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1 Introduction

Buffer status reports (BSR) are provided by Rel-8/9 UEs as input to the eNB uplink scheduler in order to indicate the amount of data that the UE has in its buffer. During RAN2#69bis it was discussed how the Rel-8/9 BSR functionality should be adapted for Carrier Aggregation in Rel-10. The following agreements were made:
· Rel-8 BSR triggers are assumed as baseline

· The buffer size field is determined after all MAC PDUs have been built for the TTI

· As like Rel-8, only one (padding or normal) BSR is allowed per MAC PDU in Rel-10

With this discussion paper we look further in to the details of adapting BSR for Rel-10.
2 BSR Reporting

As concluded during RAN#69bis the QoS, i.e., the HARQ block error probability and residual HARQ error rate, should be expected to be the same for all UL CCs. Therefore it makes sense to allow the BSR to be transmitted on any UL CC.

Proposal 1 The BSR may be transmitted on any CC

In Rel-8/9 a padding BSR may be included in a MAC PDU when there are enough padding bits to fit either a short or a long BSR plus its subheader. According to Rel-8/9 rules, a MAC PDU can at the most contain one BSR, with the Regular and Periodic BSR having precedence over the padding BSR. 
Since it has been agreed that the buffer size field shall be determined after all MAC PDUs have been built, it is assumed that all BSRs (if multiple) transmitted in the same TTI reflects the same buffer status, either the complete buffer status or a subset (for short BSR). Thus with multiple BSRs per TTI there would be a need for the eNB to handle BSRs containing different subsets of the same information.
If the eNB receives a padding BSR first (for example if the MAC PDU containing the Regular BSR requires re-transmissions) and then later additional information in a Regular BSR (once re-transmission is successful), depending on the time the re-transmission takes, the eNB may benefit from receiving the padding BSR as it can make scheduling decisions earlier. Upon reception of the (delayed) regular BSR the eNB must then distinguish outdated information (that was already provided in the padding BSR) from new information and consider only the latter for further scheduling decisions. However, due to the way MAC PDUs are filled with data from the logical channel(s), it is very unlikely that there will ever be space for a padding BSR in any but the last MAC PDU. And even if this case occurs, the potential benefit is marginal. Based on the above analysis we don’t see enough motivation to allow multiple BSRs to be sent in the same TTI.
Proposal 2 Only one BSR shall be transmitted per TTI (as in Rel-8).
In Rel-8/9 the buffer size is reported from the UE to the eNB as a six bit word corresponding to 64 code points and the meaning of each code point is defined in the BSR table described in the MAC specification [1]. With CA in Rel-10, the highest BSR code point of the existing table will become insufficient to reflect the buffer sizes occurring at such high data rates and consequently prohibit the UE from using the capacity of the air interface. This will also be the case for some Rel-10 MIMO scenarios with high data rates. 
The current BSR table is only able to indicate a buffer size of up to 150 kByte or to indicate that it has “more than 150 kByte” (without possibility to specify how much). This means that regardless of how much data that has arrived in the UE buffer, the UE can in the BSR only tell the eNB that its buffer size is at least 150 kByte.

If we take an example where 500 kByte arrives in the UE buffer, the UE will use the existing BSR table and send a BSR to the eNB saying that it has at least 150 kByte in the buffer.

The eNB can decide to interpret the received BSR in two different ways;

· Interpret it as that the UE has 150 kByte that it wants to send and if it wants to send more it will say so with another BRS. The eNB will thus send one or more grants accounting for 150 kByte of data. With multiple uplink carriers this can be accomplished in one to two subframes. The UE will use the UL grants to transmit 150 of the 500 kByte and then request further grants with another BSR. With this approach, since the UE is able to transmit only 150 kByte per RTT, the UE will only be able to reach a throughput of up to 150 Mbit/s (= 150 Kbyte per 0.008 s).

· Interpret it as that the UE has more than 150 kByte that it wants to send and provide the UE with continuous UL grants of 150 kByte until it receives another BSR indicating that the UE buffer size is less than 150 kByte. Assuming that the eNB serves the UE at 1 GBit/s, it can accommodate for 125 Kbyte of data in each subframe. Since the UE receives such grants for at least 8 subframes (until the eNB will is able to receive another BSR reporting an empty buffer), the UE will be able to maintain a sufficient throughput (1 GBps), but with the trade-off that a lot of radio resources are wasted with padding (especially in this example but even worse if the UE has just 151 kBytes in its buffer).
If instead the UE would have been able to state in the BSR that it had a buffer size of 500 kByte, the eNB would have known how many consecutive TTIs it would have needed to schedule the UE in order to maintain the throughput, but without wasting unnecessary resources. 
The conclusion from the above analysis is that the existing BSR table is likely to be limiting the throughput unless the eNodeB sacrifices efficiency by accepting over-allocation resulting in excessive padding. Rather than accepting either of those workarounds, the BSR report should be allowed to reflect the buffer size for the next RTT, meaning that we need to be able to reflect a buffer size of at least the highest expected bit rate times the RTT (8 ms).
Possible solutions mentioned in for example [2] and [3] are:
1. Extend the BSR format and BSR table
2. Increase the largest value while decreasing the granularity of the BSR table

3. Introduce multiple BSR tables 
Only the third solution would have no impact on legacy, whereas with solution 1 and 2, the eNB would have to differentiate between UEs using the old BSR table and UEs using the new. Decreasing the granularity would also decrease the UE performance in case the UE is not using the number of CC needed for peak rates. Hence the most beneficial solution seems to be to introduce multiple BSR tables providing different maximum values and granularity depending on the expected data rates.
Proposal 3 Multiple BSR tables should be used in order to handle high data rates.
3 Conclusion
In order to contribute to the progress of BSR reporting for CA we ask that RAN2 considers the following proposals:

Proposal 4 The BSR may be transmitted on any CC

Proposal 5 Only one BSR shall be transmitted per TTI (as in Rel-8).
Proposal 6 Multiple BSR tables should be used in order to handle high data rates.
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