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1 Introduction

In the RAN2#69 meeting, RAN overload control was agreed as the first priority improvement area.

In order to enable MTC more efficiently and to prevent network overload when large burst data traffic or signaling traffic for a mass of MTC devices take place in short time, the participants made a wide discussion on different solutions and the following four options were mentioned:
- Application level access time management

- Separate access control

- Separate RACH resource

- Pull approach
In this contribution we give a further discussion on those options. 
2 Discussion

As stated in [1], Radio network congestion because of mass concurrent data transmission takes place in some MTC applications and signalling network congestion is caused by a high number of MTC Devices trying almost simultaneously: (1) to attach to the network or (2) to activate/modify/deactivate a connection.
According to the analysis in [2], smart metering is a typical application in which radio network congestion and signalling network congestion may happen. 

Besides, for the Radio Network Congestion Use Case, one of the applications is the bridge monitoring with a mass of sensors. When a train passes through the bridge, all the sensors transmit the monitoring data almost simultaneously.  The same thing happens in hydrology monitoring during the time of heavy rain and in building monitoring when intruders break in; especially for the Location Specific Trigger feature, MTC devices in a particular area are required to wake up and access the network simultaneously. For Signalling Network Congestion Use Case, the applications are many mobile payment terminals that become active on a national holiday or by high numbers of metering devices becoming active almost simultaneously after a period of power outage. Also some MTC applications generate recurring data transmissions at precisely synchronous time intervals (e.g. precisely every hour or half hour). [1]
We foresee mass deployment of MTC Devices in the near feature and, as shown in figure 1, network congestion especially caused by MTC devices including Radio Network Congestion, Signalling Network Congestion and Core Network Congestion may happen due to mass concurrent data and signaling transmission. 
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Figure 1: Congestion in different nodes
As different kinds of congestion would happen at different nodes and at different granularity level, different mechanisms are needed to be investigated to mitigate the congestions. In the following sections issues and solutions for Radio network congestion and signalling network congestion are analyzed.
2.1 Solution1: Separate Access Class
Access class barring (ACB) is already used for overload in congestion situations by limit UE access to the network. In UTRAN, if MTC devices are allocated to one of the access classes 0 to 9 and/or one of the classes 11 to 15, when the network load is heavy and the operator set one or some of access classes to be barred, the access attempts for H2H devices with the same population numbers will also not be allowed. This situation is not expected. In E-UTRAN, similar problem also happens if MTC devices are allocated to one of the access classes 11 to 15. If MTC devices are allocated to one of the access classes 0 to 9 and use the same ac-BarringFactor with H2H devices, when the network load is heavy and the operator would adjust the ac-BarringFactor in SIB2 to allow less access attempt. Thus some of H2H communication would also be prohibited. [3]
To alleviate this limitation, the network can barred the MTC device when it cause heavy access overload by allocating a new Access Class and/or special ac-BarringFactor for MTC devices could be defined in order to de-prioritize the access of the MTC devices from other (H2H) devices.
2.2 Solution2: Separate RACH resource

For Location Specific Trigger MTC Feature and time controlled Feature, a large amount of MTC Devices may access at the same time and compete for the limited RACH resource, including PRACH resource and preamble resource (although traffic channel load may be low). Some devices would fail to access due to the heavy contention and also the H2H UEs are affected. . In this case, if the MME can predict the potential number of MTC devices that intend to access the network at the same time and the target access time of the time tolerant MTC devices, the eNB can update the RACH resource (i.e. PRACH resource and preamble resource) in advance. 
· Reserve preambles for the M2M UE

One way to avoid the adverse impact of large amount MTC devices accessing the network simultaneously on the H2H UEs is to reserve a set of preambles for the MTC devices. The network could broadcast two sets of preambles and valid period of the preambles exclusively used by MTC devices. However if the amount of the MTC devices accessing the network simultaneously is too large, the collision possibility among MTC devices may still be high.
· Add more PRACH resource

The other way is to change the PRACH configuration according to the number of MTC Devices and the target access time. For example, change configuration #1 to #12 in table 1, PRACH resource could be added from 1 subframe to 10 subframes per 20 subframes, i.e. 9 more subframes are added as PRACH resource per 20 subframes. 
Table 1: PRACH Resource
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To avoid impacts on H2H UEs, the H2H UEs should still use the original PRACH configuration included in the SIB2. 
For Location Specific Trigger feature, the MTC specific PRACH resource can be configured in paging message as well as the valid period of the PRACH configuration. The valid period can be configured according to the maximum duration the MTC devices can tolerate. While for time control feature, the MTC specific PRACH resource also can be configured in MTC specific SIB for MTC devices to use during the time controlled accessing time. 
As a result, the MTC Devices can access the network dispersedly using the specific RACH resource in the valid time without competing with H2H UEs.  

2.3 Solution3: Application level access time management
In order to disperse the access of MTC devices, the APP layer can configure the delay insensitive MTC devices with some offset values to let them send their data at different times. This offset values are most likely to be configured by OAM and are quite static, therefore they can not adjust to the dynamically changed quantity of MTC devices. Besides, configuration of those devices would become a considerable burden for MTC users or operators and there is a risk that some MTC users may refuse to configure their devices with those parameters. And there are also some unpredictable scenarios that APP level does not help, e.g. the bridge monitoring with a mass of sensors or hydrology monitoring during the time of heavy rain or in building monitoring when intruders break in. In these cases, all the MTC devices are delay sensitive and may be configured with a same offset value, and thus will access the network at the same time. Therefore considering the large number of devices, such method may not totally solve the problem and some of the H2H UEs would still be impacted.
3 Conclusion
In this contribution, we share our views on the RAN overload control issue which includes radio network congestion and signalling network congestion, and the following solutions are analyzed:
· Solution1: Separate Access Class 

· Solution2: Separate RACH resource

· Solution3: Application Level access time management
	
	Solution1
	Solution2
	Solution3

	Scenarios
	- Initial access from IDLE
- Unpredictable or predictable congestion
	- Initial access after radio link failure

- Access after uplink non-synchronised (UL/DL data arrival)
- Predictable congestion (location specific trigger/time controlled)
	- Time controlled 

	Pros & Cons

	- Benefits the H2H UEs

- Stop the overload as soon as possible
- Delay the access of MTC devices

- When the MTC Devices begin to access, they still compete with H2H UEs
- can not avoid the overload caused by MT calls
	- Benefits the H2H UEs and the MTC devices
- Without affecting H2H UEs
- The collision possibility failure among may still be high in case amount of the MTC devices accessing the network simultaneously is too large
- Only applicable for the predictable congestion
	- Static configuration and no quick response
- A considerable burden for MTC users or operators to configure mass MTC devices
- May rely on MTC users for configuration
- Not applicable for unpredictable scenarios


By comparing these three solutions, we think different solutions apply to different scenarios, and all these three solutions can be used parallel without conflict with each other.
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Appendix Simulation results
The simulation assumptions for Solution1 Separate Access Class are as follow:
 (1)
The preamble detection and the message part detection are error-free if no collision happens.
(2)
Interference from other cells or from the dedicated channels is not considered.
(3)
The MTC devices in a cell initiates sessions concurrently.

(4)
The access is deemed to be failure if the number of access attempts is more than 5.
(5)
The random access probabilities (i.e. ac-BarringFactor in LTE) for H2H services are 100%. The random access probabilities for all M2M services are the same.
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Figure 2: H2H services access failure rate (UMTS)
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Figure 3: H2H services access failure rate (LTE)

The simulation assumptions for Solution2 Separate RACH resource are as follow:

(1) There are 30 normal H2H UEs per cell.
(2) The max backoff number is 5, i.e. after 5 time try for backoff, the access would fail. (each back off is equality distribution in 10-480 ms).
The first figure represents the normal H2H UEs sharing all PRACH resource (including original resource and added resource). While in this case, the normal H2H UEs will be affected since this need BCCH broadcasting new configuration.
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Figure 4: H2H & M2M sharing all PRACH resource (original and added resource)

Simulation 2 represents the case that the normal H2H UEs uses the original configuration (i.e. Config 1) while the M2M Devices uses all the PRACH resource including original resource and added resource. 
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Figure 5: H2H UEs uses original resource and M2M Devices uses all PRACH resource

Compared Simulation 1 and 2, we can see that Simulation 1 only has little better gain than Simulation 2. In order to avoid impact on the normal H2H UEs, no BCCH Modification is recommended. To avoid complete influence for the normal H2H UEs, the MTC Devices can use only added PRACH resource (i.e. no original PRACH resource used for MTC Devices).
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