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1. Introduction
Based on RAN2’s discussion, use cases including metering, road security and consumer electronic and devices were captured in TR37.868 for further consideration. Obviously for metering and road security cases, the MTC devices can be deployed in unattended environments for a long time. So, it is necessary to have some functionality to monitor these devices to avoid some abnormal events, e.g, losing connect to the network unexpected, being moved to somewhere else, being damaged and etc.
This document tries to address the need to support the MTC monitoring feature in MTC device deployment scenario and discusses the possible solutions for MTC monitoring feature, mainly focusing on cases that may affect RAN.
2. Discussion
2.1. MTC Monitoring Feature
As described in TR22.368, the MTC monitoring feature is intended for monitoring the MTC device events and when any of the defined events occurs, the MTC user and/or MTC server shall be informed. Then the MTC user and/or MTC server can do some operation based on some predefined rules, e.g. limit the services provided to the MTC Device. The detailed description for the events which shall be monitored is as following (from TR22.368):
For the MTC Monitoring MTC Feature:

-
It shall be possible for the network to detect the following events:

-
behaviour which is not aligned with activated MTC Feature(s)

-
change in the point of attachment

-
change of the association between the UE and the UICC

-
loss of connectivity. The maximum time between the actual loss of connectivity occurred and the loss of connectivity detected shall be configurable per MTC Subscription.
NOTE: 
Loss of connectivity means it is no longer possible to establish signalling between the MTC Device and the network. (i.e. detached)

NOTE:
The maximum detection time is in the order of 1 minute to 1 hour.
From the description above, we can see that the four types of abnormal events defined in TR 22.368 shall be detected by the network. For the first three cases, as analyzed in [3], these events are tightened to the application layer. These issues have been discussed in SA and several possible solutions in application layer and NAS level have been proposed for chose. For the last case which intends to detection the loss of connectivity, i.e. offline status of MTC devices, it is stated in [4] as following:

Some MTC Applications need to poll the MTC Device at a very high rate to determine if/when a MTC Device loses connectivity which may indicating some possible problem with the system (this is sometimes referred to as a dead man switch application http://en.wikipedia.org/wiki/Dead_man%27s_switch). The issue is that since this polling is currently done at the application layer it is very inefficient (polls need IP/UDP headers and traverses the entire network).
In viewpoint of SA, to handle the offline/online status detection of MTC devices in application layer is very inefficient and it is preferred to address more efficient way to detect the loss of connectivity case of MTC devices. In the sections below, we emphasize the analysis on the necessity of loss of connectivity detection functionality and discuss the possible solutions.
2.2. Necessity of Loss of Connectivity Detection
As mentioned in [4], the possible applications for loss of connectivity detection of MTC devices can be pipeline monitor, well head monitoring, rail way and car bridge monitor, locomotives, transit systems, security systems, or any serial dependent system that can have a catastrophic fail or attack which would destroy or damage the MTC Device to a point where it could no longer originate a message.
Since the use cases including metering and road security are already indorsed in RAN2, we think the loss of connectivity detection is much related to these two use cases. For example in industrial metering case (one of the applications for metering defined in TR 22.368), for a temperature monitoring device of steel-making furnace, if the loss of connectivity of this device can not be detected, the quality of iron may be greatly affected. And in road security use case, since MTC devices can be served to handle some emergency incident, if the MTC device loss of connectivity to the network, some unexpected result may occur.
Based on the analysis above, we think the loss of connection detection functionality needs to be supported and possible efficient solutions need to be investigated.
Proposal 1: The loss of connection detection functionality needs to be supported and possible efficient solutions need to be investigated.
2.3. Possible Solutions

Since to SA’s understanding, detection of loss of connectivity of MTC device in application layer can cause inefficiency [4], it is a natural way to see if it is possible to solve this issue in NAS or in RAN level. 
NAS-Level solution: 
In this alternative, the maximum time for loss of connectivity detection is configured in NAS-level layer and the MME/SGSN is responsible for detecting the loss of connectivity of MTC device. The MTC device reports the predefined notification to MME or SGSN with configured period. If MME/SGSN does not receive the UE’s notification in the expected time point, it will consider the MTC device loss of connectivity and transmit an indication to the MTC Server and/or MTC User. To minimize the impact of specification, existing signalling in reporting procedure can be adopted as notification, e.g. periodical TAU, periodical RAU or LU. 
This solution is applicable for MTC device either in idle mode or RRC connected mode and has small impacts to the current specifications. However, since the NAS signaling needs to be transmitted, if the maximum detection time is short and the amount of the MTC devices is large, the signaling overhead for both the air interface and Iu/S1 interface need to be carefully considered.
RAN-Level solution: 
In this alternative, the maximum time for loss of connectivity detection is configured to AS-level and the RNC/eNB is responsible for the detection of loss of connectivity of MTC devices. There may be two options:

· Option 1: Network Demand: 

In this option, the network, e.g. RNC or NB/eNB initiates the periodical detection. Based on the configured maximum time for loss of connectivity detection, the network can send predefined RRC or physical layer order to the MTC device, and the MTC device shall send the feedback to the network. If after sending the order, the network can not receive the response in the expected time point, then the network will consider that the MTC device loses the connectivity to the current cell. The network e.g. RNC/eNB shall take the responsibility to determine whether the loss of connectivity occurs, taking the mobility issues into account. If the loss of connectivity is determined, then the RNC/eNB transmits indication to the SGSN/MME and SGSN/MME transparently forwards this information the MTC Server and/or MTC User. 
· Option 2: MTC Device Report:
In this option, the MTC device performs periodical report to the network, e.g. NB or RNC/eNB according to the maximum time for loss of connectivity detection configured. If the network does not receive any report signaling in the expected time point, the network will consider that the MTC device lose the connectivity. Similar to the option 1, the network e.g. RNC/eNB shall take the responsibility to determine whether the loss of connectivity occurs, taking the mobility issues into account. If the loss of connectivity is determined, then the RNC/eNB notifies the SGSN/MME and the SGSN/MME forward this information to the MTC user or MTC server. The periodical report can be physical layer signaling or RRC signaling, e.g. Cell Update procedure or SI reporting for UMTS and SRS report, periodical CQI report or periodical BSR for LTE.
Regarding the two options mentioned above, in most cases, only the signaling over air interface is needed. Compare to the NAS-level solution, the RAN-Level solution is beneficial to save signaling of Iu/S1 interface, especially when the maximum time for loss of connectivity detection time is short. 

Proposal 2: It is suggested to consider the RAN-level solution to detect the loss of connectivity status of MTC devices.
3. Conclusion

In this contribution, the MTC monitoring feature was discussed and relative solutions to meet the requirement of this feature were analyzed respectively. The necessity of loss of connectivity detection functionality was emphasized and the possible solutions were discussed. Our proposals are given as below:

Proposal 1: The loss of connection detection functionality needs to be supported and possible efficient solutions need to be investigated.
Proposal 2: It is suggested to consider the RAN-level solution to detect the loss of connectivity status of MTC devices.
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