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1. Introduction

In contribution papers [1], [2], and [3], a potential Uu link congestion under relay is identified for the discussion on the necessity of introducing Un interface flow control for LTE relay operations. we investigated this potential problem using end-to-end OSI 7-layer simulations. In this paper, we present our simulation results that compare the traffic performance between the two cases: 1) No Un flow control and 2) Un flow control. We assume in both scenarios, Active Queue Management (AQM) is implemented at both the Relay and the DeNB. 
We show that, upon a Uu link congestion, traffic performances are very similar in both scenarios given changes are made to the DeNB AQM to take into account Un flow control. Furthermore, we show that, under Un flow control, the standard AQM (RED) at the DeNB is insufficient to prevent the throughput of an uncongested Uu bearer from being degraded by sharing a common Un interface with a congested Uu bearer. Instead, a more sophisticated AQM implementation in the DeNB is needed. On the other hand, the relay AQM will not degrade the throughput of the uncongested Uu bearer by simply exercising AQM at the congested point. 

It is important to note that the purpose and effect of flow control for the Uu link and Un link are inheriently different. For the Uu link, the UE is a user device such as a mobile phone or smart phone. Such end user devices are designed to run unspecified applications, and are subject to intermittent peak resorce utilizations (e.g., CPU and memory) which can render the modem of the UE incapable of processing any packet for brief perieods of time. In such cases the UE may be so busy that it may not be able to even run AQM algorithms or simply buffer the receiving packets resulting in complete loss of packets during these resource constrained times, therefore causing TCP timeouts and significant degredation to data throughput. The only method to avoid loss of significant amount of packets in such resource contrained times is to throttle the sender (the eNB) of the packets.

However, for the Un interface, the receiving device, the relay, is an operator specified device with properly appropriated resources (such as CPU and momory) and does not run any application other than the relay functionality. For the relay devices the reason for congestion is the congession on the downlink Uu airlink, not lack of internal resources. For the relay, when a downlink Uu congestion occurs, the relay has succificient CPU and memory resources to run AQM algorithms and buffer the incoming packets, providing smoother transition of the data transfer.

2. Discussion
In contribution papers [2] and [3], Figure 1 has been used for representing a potential UE link congestion under relay. In Figure 1, a relay serves two UEs. At a certain moment, one of the two Uu links under the relay experiences capacity degradation. This Uu link is subsequently congested. The traffic intensity over the Un interface remains unchanged, as the DeNB is unware of the Uu link congestion. As a result, many packets of the congested UE will be dropped at the relay, leading to the capacity waste of the Un interface with respect to the other uncongested UEs served under the same relay.
The Un interface flow control is proposed in [3] to resolve this Un link capacity waste problem induced by a Uu link congestion. The authors proposed that, when the relay detects a Uu link congestion, it informs the congestion situation to its DeNB. Subsequently, the DeNB can exercise flow control for the congested Uu bearer over the Un interface. In this manner, the Un interface capacity can be well utilized.
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Figure 1. Bottleneck on Uu2 and Un
We show that the traffic performances with or without Un flow control are very similar upon a Uu link congestion.

No Un Flow Control: 
The relay uses AQM for the queue of each individual Uu bearer. One AQM algorithm at the relay is simulated:

1. RED: The standard Random Early Detection is used for dropping the head of line packet of each Uu interface.
The DeNB uses AQM for the queue of each individual Un bearer. One AQM algorithm at the DeNB is simulated but since there is no Un flow control, the AQM at the DeNB was never triggered in the simulation.
1. RED: The standard Random Early Detection is used for dropping the head of line packet of each Un interface.
Un Flow Control: 
The relay uses Un flow control. The relay monitors the individual queue for each Uu link. When a Uu link queue size reaches close to the buffer threshold, the relay signals the DeNB to exercise flow control during Uu link congestion. Under flow control, the DeNB reduces the traffic service rate of the specific Uu bearer. AQM is also used at the relay but due to Un flow control, AQM at the Relay was never triggered.
The DeNB uses AQM for the queue of each individual Un bearer. Two AQM algorithms at the DeNB are simulated: 

1. Standard RED: The standard Random Early Detection is used for each Un interface. When RED decides to drop a packet of a Un interface, the AQM drops the HOL packet of the Uu bearer that has the largest queue size among all served under the Un interface.
2. Enhanced-RED: The standard Random Early Detection is used for each Un interface. When RED decides to drop a packet of a Un interface, the AQM first finds the Uu bearer that has the largest queue size among all Uu bearers that are being signalled with flow control over the Un interface. If there is such a Uu bearer being signalled with flow control, the AQM drops the HOL packet of that Uu bearer. If there is no Uu bearer being signalled with flow control, the AQM drops the HOL packet of the Uu bearer that has the largest queue size among all served under the Un interface.
Our simulation scenario is shown as that in Figure 1. Our simulation configuration parameters are listed below.
	Traffic
	FTP over TCP

	
	Maximum TCP window size = 67.5K bytes.

	Link capacity
	S1/CN = 1Gbps, RTT = 50ms

	
	Un interface is about 12Mbps

	
	Uncongested Uu interface is about 12Mbps

	
	Congested Uu interface is about 1.5Mbps

	
	Congestion period = 1.5 seconds between 2.0 second and 3.5 second. See Figure 2.

	Network
	21 cells in total

	
	1 relay per cell

	
	2 UEs per relay
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Figure 2. The Approximate Channel Data Rate of the Congested Uu link

In Figure 3, we present the simulation results of the TCP throughput of the congested UE.
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Figure 3. Performance of Congested UE

Figure 3 shows that the traffic performances of the congested UE under the two cases are very close to each other. At 2.0 second into the simulation, the TCP window experiences congestion avoidance and then fast recovery. For the Un flow control case, the incident is triggered by DeNB AQM packet droppings due to the queue build-up caused by Uu link congestion and Un flow control. For the No Un flow control case, the incident is triggered by Relay AQM packet droppings due to Uu link congestion. The throughputs during the congestion period [2.0, 3.5] under both mechanisms are around 1.2Mbps. The throughput recovers after the congestion under both mechanisms.
In Figure 4, we present the simulation results of the TCP throughput of the uncongested UE served under the same relay of the congested UE.
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Figure 4. Performance of Uncongested UE

Figure 4 shows that, under the Un flow control with Standard RED, the traffic performance of the uncongested UE that shares the same Un interface of the congested UE is quite poor compared to the No Un flow control scenario and the Un flow control with Enhanced RED scenario. The TCP window of the uncongested UE under the relay AQM is never affected, as its traffic link and buffer management are completely decoupled from the congested UE. At 2.0 second into the simulation, the TCP window of the uncongested UE under the Un flow control with Standard RED experiences a reset, since a number of packets are dropped at the DeNB due to the queue build-up caused by Uu link congestion and Un interface flow control. We note that, when the queues at the DeNB are built up, the queue size for the uncongested UE may actually be larger than that of the congested UE, since its TCP server sees a higher rate of the return of ACK packets than that of the congested UE. Hence, the Standard RED at the DeNB may drop more packets for the uncongested UE. As a result, the throughput of the uncongested UE under Un flow control with Standard RED performs poorly. 
When the DeNB employs Enhanced RED buffer management, the traffic performance of the uncongested UE under Un interface flow control can perform similar to that without flow control as shown in Figure 4. However, this requires the Un interface flow control to be deployed with a more sophisticated AQM implementation at the DeNB. 
Furthermore, we note that the relay AQM reacts more quickly than the DeNB AQM. 
The above simulations have been performed for TCP traffic. All of internet is moving towards TCP instead of UDP for bulk or streaming data transfer. Even if UDP is used by a streaming or data transfer application, application level congestion control mechanisms are employed to ensure proper operation of Internet. The above results would be applicable to applications using UDP with congestion avoidance methods.

3. Conclusion
Conclusion 1: Without Un flow control, the system reacts well to Uu congestion due to AQM at the Relay. 
Conclusion 2: With Un flow control, DeNB AQM needs to be changed to take into account Un flow control. 
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