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1. Introduction
In the joint RAN2#69/RAN3#67 meeting, the decision on what architecture alternative(s) to support in Rel-10 is taken.  Architecture alternative 2 is selected as the relay architecture to be supported in Rel-10. In Architecture alternative 2, the DeNB is aware of the S1 signalling and QoS of the UEs connected to the RN. This allows for efficient utilisation of resources on the Un interface and also allows for providing fairness among different bearers and UEs connected to different RNs. Most of the existing standardisation procedures can be re-used for resource allocation, QoS differentiation and admission control on Un interface. However, some aspects of QoS mechanism may require modification. Packet delay budget guarantee is one of the QoS attributes which requires further investigation when considering end-to-end communication for UEs who are connected to the RN. In this contribution, issues regarding the packet delay budget guarantee for UEs connected to the RN are discussed. 
2. Discussion and proposal 
Each Service Data Flow is associated with one and only one QoS Class Identifier (QCI). The QCI is a scalar that is used as a reference to node specific parameters that control packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.) and that have been pre-configured by the operator owning the network node (e.g. eNB). 
Each QCI value is associated with four characteristics which describe the packet forwarding treatment that an SDF aggregate receives end-to-end between the UE and the PCEF. The characteristics are Resource Type (GBR or Non-GBR), Priority, Packet delay Budget and Packet Error Loss Rate. The standardized QCI characteristics defined in 3GPP LTE are listed in Table 1.
Table 1 Standardized QCI characteristics
	QCI
	Resource Type
	Priority
	Packet Delay Budget (NOTE)
	Packet Error LossRate
	Example Services

	1
	GBR
	2
	100 ms
	10-2
	Conversational Voice

	2
	
	4
	150 ms
	10-3
	Conversational Video (Live Streaming)

	3
	
	3
	50 ms
	10-3
	Real Time Gaming

	4
	
	5
	300 ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	5
	Non-GBR
	1
	100 ms
	10-6
	IMS Signalling

	6
	
	6
	300 ms
	10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	7
	100 ms
	10-3
	Voice, Video (Live Streaming), Interactive Gaming

	8
	
	8
	300 ms
	10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
	
	9
	
	
	Sharing, progressive video, etc.)


The Resource Type determines if dedicated network resources related to a service or bearer level Guaranteed Bit Rate (GBR) value are permanently allocated (e.g. by an admission control function in eNB). Services using a Non-GBR QCI should be prepared to experience congestion related packet drops; while services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur. This parameter is employed to decide resource re-allocation and processing modes when congestion occurs, and both Un and Uu interface should comply with the same operation.

The Priority level shall be used to differentiate between service data flow (SDF) aggregates of the same UE, and it shall also be used to differentiate between SDF aggregates from different UEs. Both Un and Uu interface should comply with the same scheduling priority.

The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the PCEF. Subtracting the delay between a PCEF and a radio base station from the given PDB, the packet delay budget that applies to the radio interface can be derived, which may involve in the delay budget on both the Un interface and Uu interface for the two-hop relay system. 
The Packet Error Loss Rate (PELR) defines an upper bound for the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in E‑UTRAN) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in E‑UTRAN). Considering two-hop relay, if and only if the correct reception occurs on both the Un interface and Uu interface, the DeNB-RN-UE correct reception can be guaranteed. That is to say, each link should have a better PELR compared with the end to end PELR parameter.

QoS parameters of end-to-end bearer is selected based on the PCC rule authorization which take into account the QoS requirement of the service. Considering that QCI value of the bearer is defined to satisfy the quality requirement by the service provided to the user, the introduction of RN should not degrade the QoS guarantee for the UEs served by the RN.
Proposal 1: The introduction of RN should not degrade the QoS guarantee for the services offered to the UEs connected to the RN
To guarantee the required QoS, the resource type of the Uu and Un bearers should be comply to the resource type associated to the QCI of the end-to-end bearer. If GBR resource type is required, both Uu and Un bearers should also mapped on to GBR bearers. Similarly, the relative priority seen by the data transmission on the Uu bearer should be similar to relative priority seen on the Un bearer. Given that, DeNB is aware of the S1 signalling in architecture alternative 2, the provision of required resource type and relative priority over the Uu and Un bearers is simplified. 
However, provision of the required PDB and PELR over Un and Uu bearer requires further investigation. Each UE connected to the RN could have up to 8 DRBs. Each DRB could correspond to one QCI value of 9 standardised QCIs and operator defined QCI values. RN behaves as a UE on Un interface, hence that would have maximum of 8 bearers with maximum of 8 QCIs. The mapping of many UE bearers to 8 Un bearers requires multiple QCIs of the Uu bearers to share QCI of the Un bearer. 
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Figure 1 multiple QCIs of the Uu bearer mapping to one QCI of the Un bearer
The packet delay budget that applies to the radio interface is derived from a given PDB by subtracting average delay between a PCEF and eNB, which is considered as 20ms. Similar method can be used to derive the delay budget applies to the Uu interface. For example, the delay budget applies to the Uu interface can be derived by substracting the sum of average delays between PCEF and the DeNB and the average delay on the Un interface. However, the average delay on Un interface depends on the scheduling at the DeNB, which is a function of QCI of the Un bearer. 
The rate of non congestion related packet losses between PCEF and eNB is assumed to be negligible in current network. Therefore, a PELR value specified for a standardized QCI applies to the radio interface between a UE and the eNB in the current network. When the UE is connected to the network via a RN, the total packet loss rate over Un and Uu interfaces should comply to the PELR value specified for the QCI of the bearer. Similar to PDB, PELR over  Un interface depends on the QCI of the Un bearer, hence different average PELR over Un is seen by data mapped to different Un bearers.

Therefore, a co-ordination between the DeNB and RN is required to guarantee the end-to-end QoS requirement for the services provided to the UEs connected to the RN. Since the RN is a network element of RAN, which should be agnostic to the CN, the QoS control should be limited within the scope of RAN and no impacts should be seen on CN.
Proposal 2: Co-ordination between the DeNB and RN is required to guarantee the required end-to-end QoS for the services provided to the UEs connected to the RN.

If the average delay and the average packet loss rate over the Un interface is know at the RN, the applicable PDB and PELR over the Uu interface can be derived for each Uu bearer. As explained above, the average delay and packet loss arte over Un depend on the scheduling treatment over the Un interface, which is a function of the QCI of the Un bearer. Therefore, different Un bearers see different average delay and packet loss rate over the Un interface. Even though, it may be possible to estimate the average packet loss rate of the Un bearer at the RN, the average delay may not be derived at the RN. Therefore there may be a need for signalling the average delay per Un bearer to the RN to be used for derivation of the delay budget over the Uu inetrafce. The methods for deriving the PDB and PELR over Uu interface are for further study.
Proposal 3: The average delay and average packet loss rate per Un bearer should be provided to the RN. The method for providing average delay and average packet loss rate per Un bearer is FFS.
3. Conclusion
In this contribution, the QoS issues about packet delay budget in relay systems are discussed and we give the following proposals.
Proposal 1: The introduction of RN should not degrade the QoS guarantee for the services offered to the UEs connected to the RN
Proposal 2: Co-ordination between the DeNB and RN is required to guarantee the required end-to-end QoS for the services provided to the UEs connected to the RN.

Proposal 3: The average delay and average packet loss rate per Un bearer should be provided to the RN. The method for providing average delay and average packet loss rate per Un bearer is FFS.
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