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1. Introduction

In this contribution, we discuss the issue of when a UE actually starts to perform the configured measurements. We examine the rationale for an explicit activation step to activate certain types of MDT measurements, particularly those related to the optimization of system parameters when a new eNodeB is initially deployed.
2. Motivation
At RAN2#69 and previous meetings, there has been a discussion on various aspects of Minimization of Drive Tests (MDT) [1]. The agreements reached so far have been incorporated into draft Stage-2 text for 37.cde [2]. These aspects include MDT reporting modes (immediate reporting and logged reporting), UE measurement collection and reporting, and association of location/time information with measurements. It has been agreed that the operator shall be able to configure MDT measurements for the UE logging purpose independently from the network configurations for normal RRM purposes. However, it has not been discussed exactly when the UE starts performing the MDT measurements. In particular, it has not been discussed whether the UE starts performing measurements as soon as they are configured, or whether the measurements are activated at some later time after the configuration of the measurements. We examine these aspects in this contribution.
We focus on a particular category of tests associated with network and coverage optimization, which are related to optimizing the value of a particular system parameter when a new eNodeB is deployed. Examples of such parameter-optimization tests are described in TR 36.805 on MDT [1]. Some specific measurement types that could assist in the tuning of the above parameters are also described in [1]. For coverage optimization, as described in [1, section 5.1], the system parameter whose value needs to be tuned could be for example the adjustment of antenna tilting of the new cell and neighbour cells. A related measurement that would assist in tuning this parameter could be for example downlink pilot measurement [1, Section 6.1.1]. For tuning parameters related to common channels, as described in [1, section 5.4], the system parameters to be tuned would be the ones related to the configuration of broadcast, paging, and random access channels. A measurement that would assist in tuning such parameters could be e.g. Paging Channel failure (PCCH decode error) [1, section 6.1.5]. We note that when a new base station is deployed, such parameter tuning is typically done not only for the new base station, but also for other surrounding base stations whose coverage or performance may be impacted by the presence of the new base station. As noted in [1], such tests may also be conducted periodically during the eNodeB’s operation, but for concreteness we focus on the scenario of parameter tuning conducted at the initial deployment of a new eNodeB.
In the normal course of making measurements, the UEs would be provided a measurement configuration by RRC, and then the UE immediately and autonomously starts conducting the measurements with no further input from the network. The UE does not stop making the measurements until the configuration is modified or un-configured. The current measurement reporting mechanism (whether periodic or event-driven) also is autonomously executed at the UE without any further input from the network, and the value of the measure quantity reported to the network is the value at the time of the measurement report. For example, the UE may continuously conduct the downlink pilot based measurements, and report to the network when the UE detects that a certain event threshold is crossed. Thus, in the current measurement framework, there is no need to explicitly tell the UE to start making a particular measurement (other than providing the configuration itself), and no need to tell the UE to stop making a particular measurement (other than un-configuring the measurement itself). In the following we examine whether this framework is adequate for MDT measurements related to tuning the value of system parameters when a new eNodeB is deployed.
In conventional drive tests, in order to optimize the value of a particular system parameter when a new base station is deployed, the following procedure is typically followed. The network would set a certain candidate value of the parameter, and then the appropriate measurements are performed through drive tests to assess the coverage or performance of the network for that value of the parameter. This procedure is then repeated for different candidate values of the parameter, in order to find the best value for that parameter within an appropriate range. Essentially, the same set of measurements is performed repeatedly for each candidate parameter value. The duration for which each candidate value is kept operational for measurements may be typically of the order of tens of minutes. Clearly, in order for the network to properly determine the optimal value of the parameter, it is necessary to be able to associate the measurements with each candidate value of the parameter. This is typically manually done in drive tests, with manual co-ordination between the drive test team and network management team to communicate when a new parameter value has been set in the network so that the drive test team can start measurements corresponding to that value of the parameter. However, for the MDT framework, this process would need some automation.
As noted above, when tuning a given parameter, since the same set of measurements is performed for each candidate parameter value, the measurement configuration itself does not have to be changed. In the MDT scenario, UEs can be configured with this measurement configuration before the network begins the parameter tuning. However, the UEs should begin to make the measurements only when the network has set the parameter to the candidate value, rather than starting measurement as soon as the measurement configuration has been provided to the UEs. Otherwise, the network would not be able to distinguish the measurements corresponding to a particular candidate value of the system parameter from those corresponding to the previous value of that parameter. Further, we note that the time at which the network decides to try the candidate value for the parameter may not be predictable. For example, the network may only try tuning the parameter value outside of busy hour when the traffic in the cell is low. 
One possibility for this is to configure the measurement configuration on the UEs (by RRC) at the time the measurement needs to be initiated (i.e. at the time the network sets the parameter to the candidate value). However, for MDT measurements related to network parameter optimization, it is quite possible that a relatively large number of UEs (and possibly even all the UEs in the cell) may be involved in making the measurements. Providing the measurement configuration to the UEs essentially simultaneously at the time the measurement needs to be initiated would result in a spike in RRC load, and this is undesirable. Further, if the number of candidate parameter values tried out by the network is not small (e.g. tens of different values), this could also lead to a fairly large RRC load. A further point to note is that the network may potentially want such MDT measurements from idle UEs as well, but providing RRC configuration at the time of initiating the measurement is not possible for UEs in idle mode.
An alternative is to provide the measurement configuration to the UEs early on (e.g. right after RRC connection setup), and use an explicit “measurement activation” step to tell the UE when to start making the measurement. In order for such an explicit activation step to be more beneficial than RRC signaling, it would have to be a lightweight mechanism. Since the same activation command needs to be delivered to multiple UEs, potentially a broadcast mechanism could be used to deliver the activation command. Such a mechanism could be used to notify idle mode UEs to activate measurements as well. 
Further, the UEs should stop making the measurements when the network is no longer wants to try that candidate parameter value, and restart the measurement if the network decides to set the parameter to a new candidate value. The duration of conducting the measurements depends on how long the network continues to try the candidate parameter value, and this duration may not be fixed or predictable. Again, one possibility is to send RRC messages to all the UEs to tell them to terminate the measurement, but this would result in an undesirable spike in RRC load. Alternatively, an explicit deactivation step could be used. As noted for the explicitly activation step, the deactivation step would have to be a lightweight signaling mechanism, and potentially involve a broadcast mechanism. After deactivation, when the network is ready to try the next candidate value for that parameter, the UEs should begin to make the measurements afresh, by the execution of another activation step. 
We note that even if an explicit activation or deactivation step is used, after the measurements are made by the UE, the reporting of the measurements would still follow the considerations already discussed by RAN2, e.g. MDT reporting modes. 
We also note that not all types of MDT measurements may fit the above pattern. Certain measurements may need to be performed by UEs continuously or at regular intervals. Others measurements may be implicitly activated by the occurrence of certain events at the UE, such as imminent radio link failure or handover, or by the UE entering a geographical area, etc. In such cases an explicit activation step would not be required. Similarly, deactivation of certain measurements may also be triggered by the occurrence of certain events, and in such cases an explicit deactivation step would not be required.
3. Concluding remarks
Based on the above considerations, we make the following proposals.
Proposal 1: An explicit activation step may be needed for certain types of MDT measurements.
Proposal 2: Determination of any specific MDT measurement scenarios for which explicit activation is needed is FFS.

Proposal 3: An explicit deactivation step may be needed for certain types of MDT measurements.

Proposal 4: Determination of any specific MDT measurement scenarios for which explicit deactivation is needed is FFS.

We request that RAN2 should discuss the above proposals and decide the way forward.
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