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1.  Introduction
At previous RAN2 meetings up to the #68bis meeting, the following agreements were made with regards to RLF handling in CA.

1. Problem detection on one CC does not necessarily imply re-establishment triggering.

2. Re-establishment is triggered if all PDCCH CCs fail. – FFS if re-establishment is even triggered under more restrictive conditions (e.g., in case of problems on an even smaller subset of CCs).

3. Re-establishment is triggered when we lose all UL communication.

4. RLC layer re-establishment triggering remains the same as in Rel-8.

This paper discusses DL CC failure handling in further detail. To simplify the discussion, the focus is on DL CC failure on non-anchor/ special CC.

2. Discussion
At RAN2 #68bis, based on the discussion that took place on [1], carrier aggregation in the three deployment scenarios shown in Fig.1 were agreed to be supported in Rel-10.
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(a) Scenario 1                      (b) Scenario 2                      (c) Scenario 3

Fig.1  Agreed deployment scenarios for CA in Rel-10.

If we consider Scenarios 2 and 3, it is obvious that each CC degrades at different locations/ timings. Hence, how to handle such CC dependent degradation needs to be addressed. From the contributions provided in RAN2 #68bis, the following alternatives seem viable:

Alternative 1
Failure detection is performed per DL CC by reusing the Rel-8 RLF detection procedure on each DL CC. Upon DL CC failure detection, the UE reports the event to the eNB by RRC signalling (new message).

Alternative 2
Failure detection relies on existing mechanisms only, i.e., by CQI and normal RRM measurement reports. The eNB should ensure that a Measurement Report is received timely so that the fading DL CC can be removed by reconfiguration.
Although Alt.2 should work in most cases, Alt.2 requires that Event A2 is applied to each DL CC, causing extra overhead for measurement configuration and consuming the measId space. Moreover, the exact point in time where a Measurement Report is triggered and a DL CC failure is detected (reusing the Rel-8 mechanism) would be different. The Rel-8 RLF detection mechanism has been well defined (i.e., using N310, N311 and T310) and fine tuned for detecting DL failures. However, a measurement configuration is primarily designed for handover. For example, the L3 filtering configuration may be optimized for handover, rather than for failure detection. Nevertheless, (without any enhancements) the same L3 filtering needs to be applied for all event triggers for all CCs in E-UTRAN. Moreover, in certain error cases, it might be difficult to ascertain that a Measurement Report is always triggered in timely fashion, e.g., in case degradation occurred before measurement configuration takes place. Therefore, to provide a robust solution, Alt.1 is desirable.

Proposal 1
Failure detection should be performed per DL CC and a detected DL CC failure should be reported to the eNB by RRC signalling.

Proposal 2
DL CC failure detection should be based on the Rel-8 RLF detection mechanism (i.e., reuse in-sync/ out-of-sync indications as well as N310, N311 and T310).

Then what values of N310, N311 and T310 should be applied need to be clarified. For these parameters, dedicated signalling is supported in Rel-9. Hence, it seems reasonable to assume that the dedicated values are used on all DL CCs. If the dedicated values are not provided, the UE should use values being broadcast. Then, (although less likely in real deployments,) in principle each DL CC may be broadcasting different parameter values. For simplicity, it seems reasonable to assume that the values being broadcast on the DL CC is applied for failure detection on that DL CC.
Proposal 3
For N310, N311 and T310 values, the UE should apply the values allocated by dedicated signalling, if present. If dedicated values are not provided, the UE should apply the values being broadcast on the DL CC to detect failure on that DL CC.
Assuming Proposals 1 to 3 can be agreed by RAN2, further clarification is necessary what to do with the failed DL CC. Two alternatives can be considered:
Alternative A
The UE implicitly removes the CC.

Alternative B
The UE keeps the CC “hanging” and will wait until asked to remove by the eNB.

Even if Alt.A is adopted, the eNB is still expected to send an explicit signaling to remove the DL CC, to avoid any state mismatch. Explicit RRC signaling by the eNB is anyway thought necessary to reconfigure e.g., measurements, CIF and PDCCH monitoring set. Nevertheless, what to do in case the UE continues to receive resource allocations or configurations on the DL CC needs some consideration.
For example, the UE may be continued to be scheduled PDSCH resources on the DL CC by using CIF. This would likely occur during the short period before the eNB issues RRC reconfiguration to remove the DL CC. This case can be resolved by simply ignoring the PDSCH allocation in the UE. A simple rule can be that the UE L1/L2 no longer (re)acts on the DL CC, meaning that the UE no longer monitors PDCCH on the DL CC, and ignores any PDSCH resource allocation on the DL CC. This would be equivalent to “deactivating” the DL CC.
Furthermore, if the UE receives some configuration by RRC regarding the failed DL CC (i.e., not removal of the DL CC but some configuration to be applied involving the DL CC), with Alt.A, the UE can either consider this as an erroneous configuration (this will lead to re-establishment as per Rel-8, but might be reasonable considering that the case is rare), or the UE can ignore such configuration. With Alt.B, the UE can possibly apply the RRC reconfiguration and report “successful” completion of the procedure, even if the DL CC can no longer be used. As such, both approaches seem feasible, but given the simpler nature, Alt.B would be preferable.
Proposal 4
Upon DL CC failure detection, the UE should deactivate the DL CC, i.e., stop monitoring the PDCCH on the DL CC, stop reacting to PDSCH resource allocation on the DL CC.
Proposal 5
Upon DL CC failure detection, the UE should keep the DL CC context in the RRC, and remove the DL CC upon receiving an explicit RRC reconfiguration from the eNB. Until then, the UE should continue to apply any RRC reconfiguration related to the DL CC, if received.

3. Conclusions
The following proposals were made regarding DL CC failure:
Proposal 1
Failure detection should be performed per DL CC and a detected DL CC failure should be reported to the eNB by RRC signaling.

Proposal 2
DL CC failure detection should be based on the Rel-8 RLF detection mechanism (i.e., reuse in-sync/ out-of-sync indications and N310, N311 and T310).

Proposal 3
For N310, N311 and T310 values, the UE should apply the values allocated by dedicated signalling, if present. If dedicated values are not provided, the UE should apply the values being broadcast on the DL CC to detect failure on that DL CC.
Proposal 4
Upon DL CC failure detection, the UE should deactivate the DL CC, i.e., stop monitoring the PDCCH on the DL CC, stop reacting to PDSCH resource allocation on the DL CC.
Proposal 5
Upon DL CC failure detection, the UE should keep the DL CC context in the RRC, and remove the DL CC upon receiving an explicit RRC reconfiguration from the eNB. Until then, the UE should continue to apply any RRC reconfiguration related to the DL CC, if received.

Note that the proposals above are regarding non-anchor/ special CC only. Whether different handling for the anchor/ special CC is required is FFS.
References

[1]
R2-100531, “Carrier aggregation deployment scenarios,” NTT DOCOMO, INC.
[image: image4.png]














































































PAGE  
3

_1324793588.vsd
�


_1324802924.vsd
�

F1


F2



_1324793566.vsd
�


