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1
Introduction
RAN3 has been building relay architecture comparison table to help the selection of relay architecture. The last version is captured in R3-100531. In the table, there are three rows marked as RAN2’s reponsibility and they are 1) Header Overhead/Compression, 2) Flow control – Necessity and 3) RRC issues. This contribution proposes some texts for those RAN2 responsible parts to complete the table.
2
Header Overhead/Compression
For this row, the table already has some texts as following;
	Metric
	Architecture A
	Architecture B

	
	Alt 1
	Alt 2
	Alt 3
	Alt 4

	Header Overhead/Compression
	Extra development effort in case of new header compression mechanism

Header stripping also supported provided that extra signalling is in place


	Extra development effort in case of new header compression mechanism.

Header stripping also supported.


	Extra development effort in case of new header compression mechanism

Header stripping also supported provided that extra signalling is in place

 
	Can reuse the Rel-8 header compression mechanism of PDCP




Proposal 1: As the row already captured the RAN2 discussion on Header Compression pretty well, it is proposed that we keep the texts as they are and confirm to RAN3 that contents align with RAN2 conclusion. And it is proposed to remove the [under discussion in RAN2].
3
Flow control
The necessity of the flow control was debated in [2] and [3]. Even though it could not be concluded in the first round of discussion, it is clear that without per-UE-context knowledge (or per UE bearer context) in the eNB, eNB would not be able to drop the correct packet in case that Uu and Un interfaces are congested. The following figure and explanation was extracted from 6.3 of [3].
	· Empty queues in eNodeB for UE2. If it is a shared queue: 19 of 20 packets for UE1.
· Empty queue in Relay for UE1.
Non-Empty queue for UE2

· AQM drops a packet when the queue becomes too large (e.g. when the queuing delay exceeds ~200 ms)

· If the eNodeB has a shared queue, it most likely hits a packet for UE1… which is good.
In the relay there are separate queues with separate AQM entities. Queue of UE1 does not drop any packets. Queue of UE 2 drops packets in accordance to Uu2 rate.

· AQM limits data rate 
on CN, S1 and Un to 20 MBit/s,
on Uu_UE1 to 19 MBit/s

· eNodeB can serve queues in any order
It has not impact on the throughput.
	[image: image1.emf]1 MBit/s

50 MBit/s

20 MBit/s:

19 MBit/s for UE1 and 

1 MBit/s for UE2

100 MBit/s

Queue UE2

Queue UE1

Queues UE1+2

Un

Uu

S1/CN

eNB

UE2

Relay

UE1


Figure 4: Bottleneck on Uu2 and Un


As written in red, as DeNB has a combined Queue for UE1 and UE2, most likely DeNB will discard packets for UE1. However as the bottleneck in Uu interface is toward UE2 (=Uu2), the packets to UE2 should have been discarded in DeNB. This is because the packets cannot flow over this Uu, there is no reason to schedule the packet over Un for Uu2 and wastes Un interface. For instance, if we consider that 18 MBit/s for UE1 and 2 MBit/s for UE2, although 2MBit/s packets managed to be transferred over Un, half of the packets will be discarded in Uu interface and this will result in wasting Un interface capacity even in Un congested situation. Especially if UE experienced RLF, until UE2 recovers its RRC connection it will not be able to receive any packets. 
Thus we believe flow control will be needed not to waste Un interface capacity in the future. 

[3] also argued that TCP flow control would be enough and Un flow control is not needed. However TCP is not only traffic which the relay system will deal with. Moreover, Un flow control doesn’t interfere TCP flow control. This is more whether packet has to be dropped at DeNB or at RN. TCP flow control indeed should be activated in case both Un and Uu are congested to reduce the congestion situation regardless where the packets are dropped based on the flow control. (Either in DeNB or RN)
During the discussion, some concern was raised that how often RN should report the congestion situation and how much flow control algorithm in DeNB has to be standardized. Traditionally, network algorithm hasn’t been standardized and in what granularity RN should report the congestion situation can be discussed further once basic relay functionalities are in shape. However it is obvious that from the above example that flow control over Un interface is beneficial.
Proposal 2: It is proposed to agree on the text below for flow control.
	Metric
	Architecture A
	Architecture B

	
	Alt 1
	Alt 2
	Alt 3
	Alt 4

	Flow control
	Necessity
	Flow control over Un or intelligent packet dropping in DeNB is beneficial.
	Flow control over Un or intelligent packet dropping in DeNB is beneficial.
	Flow control over Un or intelligent packet dropping in DeNB is beneficial. 
	Flow control over Un or intelligent packet dropping in DeNB is beneficial. 

	
	Efficiency
	Per-QoS (per Un bearer) 

or per RN 
	Per UE-RB  

Per-QoS (per Un bearer) 

or per RN
	Per-QoS (per Un bearer) 

or per RN
	Per UE-RB   
Per-QoS (per Un bearer) 

or per RN


4
RRC issues
Considering the difference between Un and Uu interface, all the architecture alternatives expect some relay specific additions in RRC protocol. For instance, configuring header compression (in PDPC layer), the MAC being different in Uu due to the difference in HARQ, Indication of Relay to DeNB (in UE capability or RRC connection Request) or Relay specific configuration may cause some RRC changes. Except header compression part, all the changes are common to both architecture A and B. Besides, architecture B may have further impact due to the trasport of S1AP and X2 AP. But this is already listed in the table. Thus the follow TP is proposed.
Proposal 3: It is proposed to agree on the text below for RRC issues.

	Metric
	Architecture A
	Architecture B

	
	Alt 1
	Alt 2
	Alt 3
	Alt 4

	RRC issues
	Some relay specific changes are expected.
	Some relay specific changes are expected. 
	Some relay specific changes are expected.
	Some relay specific changes are expected.

Potential head of line issues involving RRC.
Impacts due to transport of S1AP and X2AP




5
Conclusion & Proposal
In this contribution we propose some texts for the relay comparison matrics which are under discussion in RAN3.
	Metric
	Architecture A
	Architecture B

	
	Alt 1
	Alt 2
	Alt 3
	Alt 4

	Flow control
	Necessity
	Flow control over Un or intelligent packet dropping in DeNB is beneficial.
	Flow control over Un or intelligent packet dropping in DeNB is beneficial.
	Flow control over Un or intelligent packet dropping in DeNB is beneficial.
	Flow control over Un or intelligent packet dropping in DeNB is beneficial.

	
	Efficiency
	Per-QoS (per Un bearer) 

or per RN 
	Per UE-RB  

Per-QoS (per Un bearer) 

or per RN
	Per-QoS (per Un bearer) 

or per RN
	Per UE-RB   
Per-QoS (per Un bearer) 

or per RN

	RRC issues
	Some relay specific changes are expected.
	Some relay specific changes are expected.
	Some relay specific changes are expected.
	Some relay specific changes are expected.

Potential head of line issues involving RRC.
Impacts due to transport of S1AP and X2AP
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