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1. Introduction
This contribution discusses how basic Un backhaul bearer QoS differentiation can be supported in all alternatives of architecture A. Issues like fairness between non-GBR flows, resource usage for GBR flows, and admission control and dropping are addressed. 
The conclusion is that basic QoS differentiation can be supported in all architecture alternatives using existing standardized procedures and principles. In scenarios with high requirements on fairness between non-GBR traffic flows or resource utilization for GBR traffic it is recommended that architecture alternative 2 is used, instead of optimizing the other architecture alternatives. 
2. Discussion
2.1.  Un bearer QoS differentiation in Architecture A, Alt. 2

In Architecture A, Alt. 2 the DeNB will be aware of the end users’ QoS for UEs connected to the RN, since it is aware of the S1 signalling for these UEs. It is therefore possible from the DeNB to dynamically change the resource allocation for different Un bearers based on information about the UEs connected to the RN (e.g. the number UEs, number of activated services) as well as information regarding other RNs and UEs served by the DeNB. This flexibility makes it possible to more efficiently utilize GBR resources on the Un interface and also to provide more fairness for non-GBR services to users connected to different RNs. It is assumed that most of this flexibility can be achieved in the implementation re-using existing standardized procedures and principles as shown in the Relay TR 36.806. 
In Alt. 2 it is also possible to define mapping rules directly from the QoS of end users’ bearers to Un bearers.
2.2. Un bearer QoS differentiation in Architecture A, Alt. 1 (and 3)

2.2.1. Example Configuration
In the basic Architecture A Alt. 1 (and 3) solution the DeNB will not be aware of the end users’ QoS for UEs connected to the RN. It is still however possible to support Un bearer QoS differentiation in this scenario by setting up multiple semi-static Un bearers (Non-GBR and GBR).
A possible configuration of the Un bearers could be to setup some non-GBR bearers supporting end user non-GBR traffic with different priorities, and also one or more GBR bearers which can be used to support RN signalling (O&M, S1, X2) as well as end user GBR traffic (including emergency calls). When the Un GBR resources are not used the resources can be used by other non-GBR traffic (from UEs in the RN or from other users in the DeNB cell). The RN will be aware of how much GBR resources that have been allocated to it and can therefore perform admission control for GBR services (i.e. it will only admit a GBR request that can be fulfilled given Un and Uu limitations).

The bearer setup can be triggered by the S/P-GW (RN) functionality during or after the RN attach procedure. 
The S/P-GW (RN) can install filters (TFTs) mapping different DSCPs to different Un bearers. The usage of DSCP in the transport network is expected to be common already today, meaning that eNBs and S-GWs will mark packets with DSCP based on the 3GPP QoS of the bearer / GTP tunnel the packet is transferred on. Similarly the eNBs and MMEs can mark packets related to S1/X2-AP signalling with DSCP. This mapping / marking can be configured by the operator. The TFTs already support DSCP making it possible to perform mapping from UE EPS bearers to DSCP to Un bearers both for UL and DL packets. See figure below.
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Figure 1 QoS mapping in Alternative 1

2.2.2. Issues with Alt. 1 (and Alt. 3)
The following issues are foreseen with the approach described in 2.2.1: 

1. Fairness for non-GBR services on the Un interface
2. Efficiency of GBR resource usage on the Un interface

3. Admission control and dropping of admitted users
Fairness for non-GBR services on the Un interface

Since the DeNB does not see the individual UEs that are connected to the RN, it will be difficult to provide fairness in the Un scheduling between packet data flows with the same QoS (QCI) but belonging to different users behind different RNs or connecting directly to the DeNB. In the extreme case one RN with 10 active UEs might be allocated the same amount of Un backhaul resources as another RN with 1 active UE. This issue is only a problem for non-GBR services, for GBR services the RN will make sure that it only admits GBR bearers when it has GBR resources left on the Un interface. 

Given that non-GBR services anyway do not have any guaranteed fairness (the bit rate will depend on load, location in cell etc.) this issue is not seen as severe and since this issue can be addressed with Alt. 2 there is no reason to optimize Alt. 1 to address this issue.

Efficiency of GBR resource usage on the Un interface

Since the DeNB does not see the individual UEs that are connected to the RN, it will be difficult to dynamically update the GBR resource allocation on the Un interface in response to dynamic events (e.g. UE mobility, new bearer assignments) in the RN. Instead the DeNB will need to semi-statically allocate a certain GBR to each RN regardless of if it is used or not. The RN will be aware of how much GBR it has been assigned and can use this for admission control. Unused GBR resources can be used by other non-GBR traffic on the Un interface, but the DeNB should be careful to use it for other GBR bearers since this can lead to dropping. In Alt. 2 the DeNB will see the GBR bearers of UEs connected to the RN and can dynamically update GBR assignment for the Un bearers.
In scenarios with a lot of GBR traffic Alt. 1 would compared to Alt. 2 lead to less efficient usage of GBR resources on the Un interface. Also this is seen as an acceptable restriction with Alt. 1 deployment and it is argued that Alt. 1 would not be used in scenarios with a very high requirement on GBR resource efficiency.
Admission control and dropping of admitted users

In [1], it has been argued that there is an inefficiency in Alt. 1 when it comes to dropping bearers and/or users at congestion since the DeNB does not see the users in the RN and cannot determine which user to be dropped. In our view this problem scenario should mainly be related to supporting GBR services, since non-GBR services does not necessarily need to be explicitly dropped since they can use elastic resources (e.g. the delay and bit rate can vary). 

For GBR services this issue can be addressed by using admission control, meaning that the RN will not admit more bearers than it can support. Dropping of already admitted services should be avoided if possible (it is preferred to block new service requests). Dropping decisions, when they need to occur, could be done locally, meaning that RN / DeNB is responsible for dropping its admitted services for its UEs when it cannot fulfil the service requirements, or in order to protect other admitted services. Given the rareness of the dropping it is expected the benefits of using “global” dropping (in RN and DeNB) over using local dropping should be small. 
3. Conclusions

As stated in the introduction it is possible to support QoS differentiation of the Un interface with all the architecture alternatives of Architecture A using existing standardized procedures and principles. It is clear that Alternative 2 offers more flexibility and efficiency, but the other alternatives also provide basic functionality. 

Proposal: It is proposed not to optimize Alternative 1 (and 3) with regards to QoS handling and instead see Alternative 2 as the optimization of the other alternatives. 
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