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1 Introduction
In RAN2#68bis meeting, we proposed the shared PUCCH-SR method for the WI on latency reduction. The idea is to share the PUCCH-SR, a typically under-utilized resource, among several UEs. That allows limiting the PUCCH-SR overhead while offering frequent SR occasions to many UEs [1]. While this method does not allow reducing the lower bound on latency, it allows to provide more UEs with a very short SR interval with the same amount of PUCCH-SR resources. In other words, it makes low delay UL scheduling available to more UE. In this contribution, we present various flavours of the shared SR scheme and compare their performance with the CB-PUSCH scheme [3].
2 Handling collisions and retransmissions
As presented in [1] two options can be considered to enable shared SR:

· Option1: address the UL Grant to a new SR-RNTI (Shared SR RNTI), configured per group of sharing UEs. 
· Option2: use PUCCH Format 1a or Format 1b for SR. For example, when Format 1a is used, 2 UEs can be identified; with for Format 1b, 4UEs can be identified. After the eNB receives the SR using format 1a and/or 1b, it can allocate a regular UL grant to the identified UE
2.1 Option 1, sharing the very same SR resource
Two or more UEs share the same SR resource. eNB can not differentiate if one or more than one UE transmits on SR. Two options can be used by eNB to respond to a scheduling request
Option 1a: assign a shared UL grant first. If that HARQ transmission seems unlikely to succed (decoder metrics), then schedule the retransmission using dedicated grants to all UEs sharing that SR 
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Figure 1 Retransmission Procedure of Shared PUCCH-SR
As shown in Figure.1, when the eNB can not decode the data transmitted on the PUSCH, it can allocate dedicated UL grants by default for the possible UEs to avoid collision again. There are also two alternatives in this option:
1.a.1) Allocate dedicated UL grant for each of the UEs sharing the SR;
1.a.2) Allocate dedicated UL grant for some of the UEs sharing the SR, and the last one UE can perform non-adaptive HARQ retransmission on the shared PUSCH resource.
Both options above can reuse the current HARQ scheme. By allocating dedicated UL grant after transmission failure, no collision will occur, so the retransmission delay can be well controlled.
Option1b: Dedicated Grant for each possible UE when receiving the shared SR
Although the SR is shared by several UEs through dedicated signaling configuration, the eNB can allocate dedicated UL grant for each of the UEs. 
By doing this, no collision occurs during PUSCH transmission, and the handling of retransmission keeps same as Rel-8, no additional complexity is introduced. And the (re)transmission delay can be well controlled. 

While a fraction of the PUSCH assigned will be wasted since not all UEs receiving an UL grant have data to transmit, we will illustrate in section 3 that even if dedicated UL grants are allocated when receiving the SR, less PUSCH resource consumption can be expected than that of CB-PUSCH.

2.2 Option 2: separate UEs with format 1a/1b
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Figure 2 illustration of format 1b used for Shared PUCCH-SR
As illustrated in Figure2, 2 UEs can share the same SR without any collisions by using format 1b. That means, even two UEs send the SR at the same TTI, the eNB can detect the SR successfully and identify the UEs.
So, for this option, no collision will occur, and the handling of retransmission is the same as Rel-8, no additional complexity is introduced. And the (re)transmission delay can be well controlled.  This option involves only physical layer and RRC changes.
3 Performance comparison

In this section we present a performance comparison of the Shortening SR, CB-PUSCH and shared-SR schemes.
We make the following assumptions [3]:

1) Packet Size = Serving grant;
2) Poisson distributed packet arrival (SR sending distribution) [5][6] with mean packet inter arrival time 
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 selected in {40ms, 2s}
4) Number of UEs: 1~1000

5) SR Period = 1ms

6) 1 PUSCH grant per TTI for CB-PUSCH
7) 2 UEs sharing one SR is assumed in sections 3.2 to 3.5

3.1 Collision probability
For option1, similarly to [3], the theoretic collision probability is calculated as 
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, where G is the average offered load per TTI, for simplicity, the G can be calculated as 
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The figure below illustrates the collision probability for 1-100 UEs sharing one SR, the same collision probability with CB-PUSCH when the UE number of sharing SR/PUSCH is same.
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 Figure 3: collision probability given number of UE on the same SR resource
From above figure we can find that if SR period is short and few UEs share it, the collision probability remains low. For example, when 2 UEs share one SR, the collision probability is less 0.1% with 
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, the collision probability is less than 3% . 
This model can be applied also for the CB-PUSCH case. For instance if the mean packet arrival rate is 2 seconds, only twenty UEs could benefit from CB-PUSCH to keep the collision probability below 1%. The advantage of SR is that by design, many PUCCH-SR channels are available, hence tens of UEs can benefit from this scheme in each cell.
For option2, no collision will occur because the eNB can identify the UE(s) sending SR.

3.2 Average Delay
With the shortest SR, the mean delay is always 9.5ms;
For CB-PUSCH, the mean delay is calculated as 
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, where n= number of retransmissions, 
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 is the additional collision due to former collision, for example, if the mean retransmission delay is 0.008s, then the 
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= (12.5%*12.5%)*8=12.5% (assuming randomly choose one subframe from 8). Here, the maximum retransmission is 4, and only transmission errors caused by collision are considered.
For Shared PUCCH-SR option1a, the mean delay is calculated as
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, here, only transmission errors caused by collision are considered. And because dedicated UL grant will be allocated after collision when initial transmission, we assume only 1 retransmission is needed.
For option1b and option2, no collision on the PUSCH, so the mean delay always keeps 9.5ms.
We assume two UEs share an SR.
The following two figures show the mean delay. The mean delay of CB-PUSCH increases as the number of UEs increases. However, the mean delay of shared-SR option1a increases slowly. In addition, the UE number sharing one SR is very few, such as 2 UEs, so the mean delay of sharing SR keeps 9.5ms, almost same with that of dedicated SR scheme. 
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Figure 4: Mean delay when 
[image: image14.wmf]ms

onds

2000

sec

2

1

=

=

l

 per UE
[image: image15.emf]0 5 10 15 20 25 30 35 40 45 50

0.005

0.01

0.015

0.02

UE Numbers

Average Delay(s)

Average Delay

 

 

CB-PUSCH

Sharing SR(Option1a)

Sharing SR(Option1b)

Sharing SR(Option2)

D-SR


Figure 5: Mean delay when 
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3.3 Required PUCCH resources
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Figure 6: Required PUCCH resources
It is shown from the above figure as well as in [1][3] that the shorten SR will cost much PUCCH resources, however Sharing SR scheme can decrease the PUCCH load obviously.
3.4 Required PUSCH resources 
For CB PUSCH to effectively lower the delay at least 1 PUSCH resource is needed per TTI, regardless how many UEs exist;

For Shorten SR, PUSCH resource is needed only when SR is sent, so much less PUSCH resources than those for CB-PUSCH are consumed; based on the former assumption, the consumed PUSCH resource per TTI is calculated as
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 For shared SR Option 1a, the required PUSCH resource per TTI is calculated as
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indicates the collision probability when 2UEs share one SR. 
For shared SR Option 1b, the consumed PUSCH resource is calculated as
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, which is almost double of the shortening SR scheme.
For shared SR Option 2, the consumed PUSCH resource is the same as the Shorten SR scheme due to no collision.
The following two figures show the PUSCH consumption when 
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Figure 7: Consumed PUSCH resources when 
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For 
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 case, to keep the collision probability less than 40%, which is identical with 
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 case, less than 20 UEs can share one CB-PUSCH grant, and if more UEs exist, more CB-PUSCH grants are needed.
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Figure 8: Consumed PUSCH resources when 
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With the shared SR, because 2UEs share one SR, the Consumed PUSCH resource is almost the same with shorten SR scheme, except for the rare extra transmissions due to collisions. Even though dedicated PUSCH is allocated for both UEs when an SR is received, the PUSCH resource consumption remains lower than CB PUSCH. 

3.5 PUSCH resource utilization rate
For CB-PUSCH, the PUSCH utilization rate is very low, which can be calculated as
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For Shared SR option1a, the PUSCH resource utilization is calculated as
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where 
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Because the collision probability is very low, so the PUSCH resource utilization is almost 100%.

For Shared SR option1b, the PUSCH resource utilization is calculated as
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The PUSCH resource utilization keeps little larger than 50%, which is also much higher than CB-PUSCH scheme.
For option2, the PUSCH resource utilization is 100%, same as the Shortening SR scheme.
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Figure 9: PUSCH resources Utilization rate when 
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Figure 10: PUSCH resources Utilization rate when 
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So, the PUSCH resource utilization rate of CB-PUSCH is much less in above both cases. While the PUSCH resource utilization rate of Shared SR is much higher. 
3.6  Standard efforts/complexity
Because the Shorten SR scheme is already standardized in Rel-9, so no more standard efforts are needed.
For shared SR, with the option 1, we need to define new RNTIs (SSR-RNTI) that UEs sharing SR will listen to. The HARQ procedure would need some modifications to allow switching from SSR-RNTI to C-RNTI for retransmissions of a TB. This is optional if the eNB allocates grants to all UEs sharing the SR. 

With the option 2, the physical layer needs to introduce the format 1a/1b for SR transmission. No changes are required to the MAC.

For CB-PUSCH scheme, the collision-backoff-retransmission procedure needs to change some MAC functions such as HARQ process/buffer/max retransmission count; in addition, if RLC is responsible for CB-PUSCH retransmission, local NACK/RLC UM/Delay issues should be considered seriously. And for decreasing the collision, some rules such as to limit UE number/RB type/consecutive transmission/simultaneously SR sending, etc. So, much standard efforts/complexity is expected for CB PUSCH scheme.
4 Conclusions
This paper studies the performance of two schemes considered for latency reduction, the shared-SR and the contention PUSCH. 

For gaming-like traffic (Poisson with mean arrival time 40ms)

· the shared-SR scheme provides a lower average delay than the CB-PUSCH scheme when more than 6-8 users are present.

· Serving this number of users with equal delay also requires 60% to 80% less PUSCH resources with the shared-SR scheme.

· The average delay quickly increases with the number of users with the CB-PUSCH scheme. It provides poor latency beyond 30UEs

For a (very simplified) HTTP-like traffic (Poisson with mean arrival time 2s)

· The CB-PUSCH scheme provides lower delay up to ~310 users, 

· However, at this number of users, more than 85% of the PUSCH resources allocated remain unused

· With only 50 users, more than 95% of the resource is unused

· The shared-SR scheme instead allows 50% or 100% utilization of PUSCH allocated resources depending on the scheme
· While CB-PUSCH maintains lower average delay (at high cost in terms of UL resources) up to ~300 users, it is unclear to us if this type of application really benefits from the latency reduction.

It is important to further understand which applications really benefit from a latency reduction. According to our analysis, the shared-SR scheme provides better “real-life” gains than the CB-PUSCH scheme in terms of latency reduction.
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