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Discussion and Decision

1
Introduction

In the RAN3#66bis meeting held in Valencia the discussions on LTE-A relays led to a show of hands trying to gather an understanding of the preferred architecture solution for the group. Three questions were asked and the results of the vote are as follows:

Q1) which architecture we should continue to develop in Rel-10?

· Arch A: 15 companies in favour 

· Arch B: 7 companies in favour 

· Undecided: 8 companies

Q2) Given that Arch A is selected, do we want to select a single alternative of Arch A?

· Yes: 15 companies in favour
· No: 6 companies in favour
· Undecided: 8 companies

Q3) Given that a single architecture is selected, what is your preference between the three alternatives of Arch A?

· Alt 1: 2 companies in favour
· Alt 2: 15 companies in favour
· Alt 3: 0 companies in favour
· Undecided: 13 companies

From the above results the following was concluded:

· The majority of companies selects Arch A.

· The majority of companies selects “YES” to question 2
· The majority of companies selects Alt2 as the single alternative
From the above results it can be assumed that the working assumption within RAN3 is to select Architecture A as the architecture to be analysed in future Relay work items and that a single alternative shall be selected within Architecture A.
This paper explains why the choice of one alternative within Architecture A is the most appropriate and why alternative 2 is the best alternative to be selected for the analysis and standardisation work to be carried out within future work items.

The objective of the paper is to frame the informative voting results collected during RAN3#66bis into an agreement endorsed by the whole group and to present the position of the group during the joint RAN2/RAN3 Relay session scheduled during RAN3#67.  

2
Technical analysis of Architecture A alternatives
During RAN3#66bis a comparison matrix document describing the pros and cons of each Relay architecture alternative was agreed in R3-100531 [1].  This document is the baseline of the following analysis. 

2.1
Alternative 1

The main promise of alternative 1 is a minimal standardization effort and hence the possibility of reaping part of the benefits of relays in LTE networks as soon as possible [2]. However, this is mainly under the assumption of a very simple, sub-optimized realization of the alternative. Thus, for acceptable performance, several optimizations might be required.  Some of the drawbacks of Alternative 1 are listed below:  

· Impact on existing nodes: As it can be seen from the “Deployment” section of the comparison matrix in [1], Alternative 1 requires changes on legacy MMEs even in its simplest form of deployment, increasing the overall effort required for its initial deployment.  For deployments within Rel10 the “Node Impact” section indicates that the alternative is the one with the highest impact on existing nodes (e.g. impacts on neighbour eNBs, S/P-GW, MME)
· Optimisation: The “Deployment Flexibility” row of the comparison table points out that Alternative 1 requires major changes on the DeNB or on the overall architecture in case it needs to be optimised. 
· QoS handling:  In Alternative 1, many Uu bearers are mapped into a single Un bearer, and this mapping can be done either in a static manner or using enhanced SDF [3]. Using enhanced SDF has been shown to be more efficient than static mapping as it can enable alternative 1 to have more flexibility in the mapping process by using QoS parameters other than the QCI [4]. However, this requires the introduction of changes in the RN S-P GW, which can require major standardization effort. Also, new QCIs might have to be standardized as S1-AP messages are sent over the Un using DRBs and the QCIs of a DRB might not be sufficient to satisfy their requirements. Even in the case of static bearer configuration, mapping the QoS Control row of the comparison table shows that Alternative 1 requires a reconfiguration of DSCP values, which may incur in more complex reconfigurations given that DSCP values are already currently used by operators for traffic differentiation. That is, at least the DSCP mapping tables in all the gateways in the S/P-GWs in the network have to be updated. 
· Header compression: Though it is possible to use alternative 1 without any new header compression mechanisms, doing so can lead to very bad radio resource efficiency and unacceptable radio resource waste in services like VoIP that have low payloads. Header overheads become even more of an issue if the LS response from SA3 is taken into consideration, where IPSec is recommended for the transport of signalling traffic over DRBs. This adds extra overhead to what was calculated in [5]. A new header compression requires standardization changes in the PDCP.
· Interfaces Issues: With regard to scalability, the S1 and X2 rows of the comparison table point out that Alternative 1 (together with Alternative 3) is the least scalable alternative within Architecture A.  Also, the S1 and X2 interfaces are always routed in a sub-optimal way (e.g. affected by longer delays) 

· UE Mobility: The comparison table in [1] shows how Alternative 1 is subject to the longest handover delays as well as un-optimised routing of S1/X2 signalling traffic and X2 data forwarding. 
· In-band relaying: Though the simplest realization of alternative 1 can support out of band relays, in-band relays require the modification of the RRC. Hence, without any changes to the standard, only out-band relays can be supported.  
2.2
Alternative 3

Alternative 3 can be considered as an optimized version of Alternative1, the main difference being the collapsing of the RN S-/P-GW functionality into the DeNB. However, it is worth pointing out that the following drawbacks still apply:

· Impact on existing nodes: As it can be seen from the “Deployment” section of the comparison matrix in [1], Alternative 3 impacts legacy MMEs and requires MME updates for QoS handling.  For deployments within Rel10 the “Node Impact” section indicates that the alternative also has an impact on neighbour eNBs.
· Optimisation: The “Deployment Flexibility” row of the comparison table points out that although some level of optimisation is possible within the same architecture, architectural changes are needed for full optimisation.
· QoS handling: the comparison table shows that Alternative 3 is affected by the same issues of Alternative 1.

· Header compression: Same effort required as in Alternative 1

· Interfaces Issues: With regard to scalability, the S1 and X2 rows of the comparison table point out that Alternative 3 (together with Alternative 1) is the least scalable alternative within Architecture A.  Also, data forwarding over X2 is routed in a sub-optimal way.  

· UE Mobility: While Handover performance is optimised with respect to Alternative 1, the issues of un-optimised routing of data forwarding over X2 remains.

· In-band relaying: RRC changes required as in alternatives 1.

2.3
Alternative 2

Alternative 2 has major differences from alternatives 1 and 3 in that a HNB-GW like functionality is employed at the DeNB which hides the RN from the CN. The DeNBs are thus aware of the UE EPS bearers. The DeNBs have to be upgraded with proxying and aggregation functionalities to support alternative 2. This will indeed lead to more standardization work than Alternative 1 and 3, but it allows the choice of a system that can be optimized without architectural changes (unlike Alt1 or Alt 3). Moreover, the overall effort required for standardizing Alternative 2 is lower than the overall effort required to enhance Alternative 1 or Alternative 3 to levels that are comparable to Alternative 2 as will be explained in following sections. To provide a comparison with Alternative 1 and 3:

· Impact on existing nodes: Alternative 2 is the alternative with the least impact on existing nodes, with no impacts on neighbour eNBs and S-P GWs and with minimum impacts on MMEs.

· Optimisation: As per the agreed comparison table in [1] Alternative 2 can be optimised without architectural changes.  This means that the solution could be deployed initially with basic functionalities and then enhanced, to improve performance, without any changes to the system architecture.
· QoS handling:  As in alternative 1 and 3, many Uu bearers are mapped into a single Un bearer. However, as the DeNB is aware of the UE EPS bearers and their overall QoS parameters, the flexible enhanced SDF mapping can be realized in an easier way than in alternatives 1 and 3, without impacting MME/S-P GW and without requiring changes in the S1-AP protocol, while new QCIs might have to be defined as in alternatives 1 and 3 to accommodate S1-AP transmission via DRBs.

· Header compression: Similar issues exist regarding header compression as in alternatives 1 and 3. However, unlike alternatives 1 and 3 a simpler header stripping can be used in alternative 2 rather than a complex header compression solution or header stripping supported by extra signalling. Also, due to the proxying nature of the DeNB, there is only one level of nesting of headers regardless of the number of hops, thereby reducing the overall impact of header overhead for multi-hop scenarios as compared to alternatives 1 and 3.
· Interfaces Issues: The Scalability, S1 and X2 rows of the comparison table show that this alternative is not affected by any scalability issue and it has minimum impacts on S1/X2 interfaces.

· UE Mobility: Alternative 2 solves both the problems of handover performance and optimised routing of S1/X2 traffic, resulting in the best alternative from the UE mobility point of view.
· In-band relaying: RRC changes required as in alternatives 1 and 3. 

3
Possible relay architecture evolution paths
Within Architecture A, there are mainly two possible evolution paths. The first involves Alternative 1 either as a starting point for standardisation of Relay systems or as one of multiple architectures available in the standardised Relay solution. 

In the case of adopting Alternative 1 as the first standardised version of the Relay solution (with the objective of further future optimisations) the main advantage is to allow faster time to market given its simplicity. However, besides the inefficient performance of Alternative 1 with respect to other architectural options, the drawback is that there will be the future need to optimize the system by standardizing a backward compatible version of the next most optimal but least complex solution and so on.  The latter implies that the overall effort required to standardise and implement a solution with performances similar to Rel8/9 LTE systems is considerably larger than what is needed when starting directly with a solution like Alternative 2, which provides performances comparable to Rel8/9 LTE systems.  
On the contrary, there could be scenarios where Alternatives 1, 2 and 3 are co-deployed. And if we standardize alternative 1, 2 and 3 together, we need to ensure that the solutions are interoperable and for any future optimization of the overall system we will need to guarantee backward compatibility with all the three different architectures.
Therefore, following a standardization/deployment path based on Alternative 1 has a number of drawbacks. Some of them are:

· Cost of implementing a feature that might end up useless/unused in optimized architectures (e.g. new header compression efforts and also QoS mapping for alt 1& 3 might be useless for alt 2) 

· Interoperability issues in case of coexistence between alternatives 1, 2 and 3. One example of this is the case of multi-hopping using RNs/DeNBs from the different alternatives, as the RNs in a multi-hop usage have to function also as DeNBs.

· Though Alternative 1 might be standardized fast, standardizing Alternative 3 and Alternative 2 (either at the same time or as following optimizations) will create a considerable amount of work for the sake of interoperability/backward-compatibility and thus slowing the overall standardization process before an optimized and complete relay solution can be achieved.

· Costs of upgrading between the different alternatives:

· Alternative 1 ( Alternative 3: mainly cost of putting RN-GW functionality in DeNB

· Alternatives 1/3 ( Alternative 2: mainly cost of putting proxying functionality into DeNB

The second evolution path is the one starting with Alternative 2.  Here, most of the aforementioned interoperability and upgrade issues between alternative 1, 2 and 3 are no longer a problem. This is because future evolution can be carried out within the architectural framework of Alternative 2. This prevents from having multiple systems coexisting together.  

Apart from the elimination of interoperability and upgrade issues between alternative 1, 2 and 3, the evolution path starting from Alternative 2 will have less “wasted” standardization efforts. For example:

· Impacts on S-P GWs and new SDF at the MME, needed in Alternative 1 and 3 for QoS handling, are not needed in Alternative 2, where QoS handling is done at the DeNB

· Solutions for scalability problems in alternative 1 and 3 are not needed in alternative 2 where the DeNB acts as an interface proxy/concentrator

Starting from Alternative 2 also allows for fast time to market.  Indeed, only the most important functions might be supported in the first version of the relay system (e.g. optimizations such as header compression, flow control, QoS handling could be excluded).  Nevertheless, introducing such functionalities in later releases would not require high standardisation effort because they will be introduced without any change to the architecture. 

4
Conclusions

In this contribution, we have discussed about how to proceed with the relay standardization work by looking at the performance of each alternative within the Architecture A group as well as the different options for progressive architectural evolution. A standardization process based on progressive steps or based on coexistence, where the different alternatives are standardized either from the simplest to the most complex or all together, can sound promising at first because it seems to create the opportunity to deploy a first un-optimized version and sequentially upgrade it, thus enabling to deploy a first version of the relay system as soon as possible. However, such a way forward creates numerous interoperability, coexistence and upgrade issues. Some of the standardization/implementation effort invested on a less optimized systems will also be wasted/unused when specifying more optimized alternatives. Additionally, the interoperability and upgrade issues can backfire against the promise of faster realization through progressive standardization by slowing down the whole standardization process. Thus, taking all these factors into consideration, we propose the following:

· Proposal 1: RAN3 to select Alternative 2 as the way forward for the standardization of Relays for LTE-advanced. 
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