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1 Introduction

One essential requirement of LTE-Advanced [14] is the power efficiency in the infrastructure and terminal, as part of cost-related requirements. Infrastructure energy saving techniques are already discussed by RAN1 [3] [6], RAN3 and SA5 [1][2]. In RAN2, some proposals were made as part of TEI-9 during the past year [4][5].
We would like RAN2 to discuss RAN2 related energy saving techniques before the LTE-A study item is closed. In this contribution, several energy saving techniques are discussed and compared in the aspect of their  energy saving gain, service interruption, mpact on the legacy UE and impact on the specification. 

2 Solutions for RAN energy saving purpose
The Power Amplifier (PA) is responsible for most of the power consumed by eNBs. The energy saving techniques considered here focus on allowing PA power consumption reduction. (i.e. exclude the part for cooling and even for the baseband) in time, frequency and dimension domains.
2.1 Approach 1: Switch off cells

The cell switch off can be used in a scenario with multi-layer frequencies/cells coverage as indicated in [7], when the load is relatively low in the area, the remaining active UEs can be handed over to another layer and that cell may switch off. 
Such approach does not impact the current RAN2 specification and may have a little impact to RAN3 specifications.
The energy saving gain is maximized since the whole cell is switched off. We can assume its corresponding (PA part) energy saving gain is 100%.
Processing time: The active UEs need to be handed over to neighbour cells. Assume HO a UE takes 50~100ms, it takes a few seconds to switch on/off a cell. When neighbour information is used/provided, it  needs to be updated when cells change state.
Summary: the ES gain is high, no impact to legacy UE, no impact to (RAN2) specification. However this method is restricted to cases where another layer can accept all the UEs and the load is expected to remain very low. Potential speed up of the procedure may be considered in RAN2.
2.2 Approach 2: Reduce the number of eNB transmission antenna
When the cell load is low, the eNB could reduce the Number of Transmission Antenna (NTXA) (e.g. change from 2T2R to 1T2R). Power is saved according to the number of PAs turned off,  for instance [8] states that 50% (total) PA power can be saved by going from 2 to 1 NTXA. The NTXA (1, 2 or 4) is signaled implicitly by the layer mapping and CRC mask of the P-BCH (carrying MIB) and these are blindly detected by the UE.
The UE may be configured with a UE-specific transmission mode ( TS 36.213 [7.1] ) that is valid for a certain NTXA. If the NTXA changes, the transmission mode may become unuseable. 

Changing number of antenna has been discussed by RAN2 [4][5], and considering that discussion. At the time the outcome of the discussion was that on the fly change of NTXA is not supported by RAN2 specifications. Hence the only method that is safe to use in presence of Rel 8/9 UEs is the following:
Solution 1 

1. Optionally, bar the cell for a while

2. hand all UEs over to neighbor cells

3. stop all transmissions (shut down) ( IDLE UEs select another cell )
4. restart using the new NTXA

This method relies on a handover, the interruption time ranges from 10 to 300ms [12] depending on the target RAT, and double that if the UE are sent back to the eNB. The Idle UEs will select another cell and may or may not come back after step 4. The handover is likely to take the UE to worse, or possibly unsuitable radio conditions and it increases signalling load on the radio and the core. While using handover is feasible, it hurts the system performance. Also if the neighbor eNB’s load is increased suddenly, it impacts its own power saving potential. Hence there is a need to allow eNB to change this parameter while UEs remain connected to it.
Solution 2

A first step towards supporting smooth NTXA would be (to clarify the specifications) to enable the eNB to change NTXA while continuing to serve the UEs. We could clarify the following:

· the eNB may change NTXA at a modification period boundary
· if it does, it considers that SI is changed and notifies of SI change

· all UEs must (re)decode MIB after SI change, the NTXA may have changed
· etc …

With such clarification, a Solution 2 for NTXA change becomes feasible
1. reconfigure all UEs whose dedicated configuration is impacted by the number of antenna change

2. change the number of transmit antenna (MIB)

With this method, the UE will have a problem to detect the data transmission due to wrong resource mapping between step 1 and setp 2, as illustrated in Figure 1, because the new transmission mode associated to the new NTXA is not useable until the new MIB is decoded.
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Figure 1 Interruption time at NTXA change
To avoid a configuration mismatch after NTXA change, the eNB should attempt to finish the reconfiguration before the MP boundary. Assuming 2 HARQ DL, 20ms UE processing time, 2 HARQ UL, the procedure should start 52ms before the MP boundary. Then we assume the MIB is acquired in 20ms on average. So this solution interrupts DL transmission for about 72ms on average. 
Solution 3
To avoid such interruptions, it was proposed in [4] [5] to specify an additional UE behavior upon NTXA change: the UE would apply a default transmission mode upon detecting NTXA change. This avoids the RRC reconfiguration and in turn avoids the DL transmission interruption time above.  This solution builds on the existence of solution 2. 
	#
	Solution
	Specification impact
	Backward compatibility
	Interruption

Time
	Signaling load
	Suitable scenario

	1
	HO all active UEs to other cell. Then switch on/off cell.
	No
Potential measure to speed up the procedure may be considered
	Yes 
	20-300 ms
(*2 if UE comes back)
	High
	Low load

	2
	Specify/Clarify UE behaviour upon NTXA change. 
	Need to support the change of NTXA, and change the neighbour cell measurement configuration accordingly.
	Maybe - To be discussed in RAN2
	~72ms (degraded transmissions are possible)
	High
	Low load

	3
	Use the current system information update mechanism and specify active UE’s behaviour in 36.331: active UE will use default transmissionMode when the antenna is changed.
	Yes
	No
	<20ms
	low
	any load


Table 1 Solutions  to change number of transmit antenna
Table 1 summarizes the 3 solutions discussed above.
Energy saving gains: For example, reduce antenna number from 2T to 1T reduces by 50% the PA power consumption since one PA being turned off. 
Dynamicity: this relies on changing system information, which RAN2 assumes to change at most a few times (say 1-4) per hour.  More frequent changes are not suitable
Service impact: the currently available solution relies on a handover which interrupts the service 20-300ms depending on the target RAT. Further more, the whole procedure would take much longer time by considering the modification period boundary. These handovers creates high load variation in the RAN, and after reboot the eNb has zero load. The interruption and can be reduced to less than 20ms and the handovers can be avoided with solution 3.
Summary: This approach has high potential energy saving gain.  It is feasible today but requires to hand over all the UEs to another cell.  Simple enhancements are possible to allow changing the number of transmission antenna while keeping the newer UEs in the cell. 

2.3 Approach 3: Reduce cell bandwidth
When the cell traffic load is low, the cell  bandwidth can be reduced to reduced the transmission power. The downlink bandwidth is indicted in the MIB, and the uplink bandwidth is indicated in SIB2.
There are 2 cases for the reduced cell bandwidth solution:

· Case1: reduce bandwidth but keep the carrier frequency unchanged;
· Case2: reduce bandwidth and change the carrier frequency also (this can be used to split the BW)
Solutions for case1: 
Solution 1.1
Hand all the UEs over to another cell. This is the same as Solution 1 for NTXA change with the same limitations: interruption time, high signalling, zero load after reboot and increased load to the neighbors

Solution 1.2

Use the current SI update mechanism. As UEs will keep using old BCCH parameters until they get the new parameters, the eNB should avoid scheduling UEs on DL until they receive the MIB (5ms-40ms) and on UL until they receive SIB2 (~320ms).
Solution for case 2 
Solution 2.1

Hand all the UEs over to another cell. This is the same as Solution 1 for NTXA change with the same limitations: interruption time, high signalling, zero load after reboot and increased load to the neighbors

Energy saving gains: it is depend PA implementation and the amout of BW reduction, e.g.: reducing the bandwidth from 20MHz to 5MHz may reduce the PA power consumption by about 45%. 
Dynamicity: this relies on changing system information, which RAN2 assumes to change at most a few times (say 1-4) per hour.  More frequent changes are not suitable. The neighbors also need to maintain up to date “AllowedMeasBandwidth” for this carrier frequency, which is send by SIB as well as by RRC Reconfiguration message, which adds signaling load.
Service impact: the currently available solution 1.1 and 2.1 rely on a handover which interrupts the service 20-300ms depending on the target RAT. These handovers creates high load variation in the RAN, and after reboot the eNb has zero load. With solution 1.2 the handovers are avoided and the interruption can be reduced to 5ms-40ms if only the DL bandwidth is changed.
Summary: This approach has medium potential energy saving gain. The current specifications allow reducing the bandwidth, but that leads to some service interruption.  Methods to allow changing bandwith with less impact to service could be studied. 
2.4 Approach 4: reduce time domain transmission
2.4.1 Using MBSFN

MBSFN subframes have less common reference signals (CRS) than normal subframes, hence allow reduced transmission time. At most six MBSFN subframes can be used per radio frame for FDD, and for TDD the maximum is 5 subframes per radio frame. For TDD, reconfiguration of the DL/UL asymmetry in SIB1 is another solution, which will not be analyzed in detail in this paper.
Allowing more than 6 MBSFN subframes per radio frame could further reduce the transmission time if the DL load is less than 40%. Specifically:

· subframe #0 is used for primary/secondary synchronization signals, MIB (every 40ms), may be used for paging;

· subframe #4 may be used for paging;

· subframe #5 is used for for primary/secondary synchronization signals, Sib1 (every 80ms), and may be used for paging

· subframe #9 is used for paging

In a lighlty loaded cell, paging is likely configured only in subframe 9. So, all occurrences of subframe 4, could be made MBSFN. This only requires changing SIB2. More involved changes could be considered to configure even more subframes as MBSFN.

Impact to the specification: the current MBSFN mechanism has no impact to specification. There is impact to allow more MBSFN subframes. How legacy UEs would handle this needs further study. In addition, the scheduling mechanism of the unicast PDSCH in MBSFN subframe should be supported.
Energy saving gains: With a zero load system the PA transmission-time fraction can be reduced 28% with the maximum MBSFN configuration. With two more MBSFN subframes (8/10) the transmission time would be reduced to 21%. This can also be used in conjunction with bandwidth or NTXA reduction.
Dynamicity: this relies on changing system information, which RAN2 assumes to change at most a few times (say 1-4) per hour.  More frequent changes are not suitable. However in LTE advanced, PDSCH transmission (unicast) will be possible also in MBSFN subframes [12], so there would not be a need to track the load exactly with the MBSFN configuration. This mechanism enable very high dynamicity.
Service impact: For the new added MBSFN subframe, eNB is supposed not schedule the UEs in that subframe, thus there is no impact to service continuity in low load scenario. 
Summary: This approach has high potential energy saving gain. It allows to adapt the power saving to the load very dynamically. It should be studied if more MBSFN subframes can be used for load below 40%.
2.4.2  Extended cell DTX

The extended cell DTX method was presented in [3]; the main idea is to reduce the number of CRS transmitted when there is no active UEs in the cell, and the PA can be turned off at those reduced CRS OFDM symbols to save the energy. On the other hand, the UE may need to measure the SCH to compensate the decrease of the CRS.

Impact to the specification: 

· If the higher release DTX-supported UE can automatically detect the cell DTX mode, the specification impact is acceptable. The explicit signaling notification e.g. via SI, ASN.1 will need to be updated for the UEs with such capabilities.

· The corresponding impact on the measurement in RAN4 and RAN3 should be considered as well.

Energy saving gains: According to the method in [3], if the system has zero downlink load the PA transmission-time fraction can be reduced from 47% normal unicast subframes to 7.1% with extended cell DTX, that represents 85% gain.
Dynamicity: will depend if the SI need to be modified to track the load. 
Impact to service: it will not impact the (active) service since it is declared only performed when no active UE in the cell. NOTE: we assume the “DTX mode” can be turned off immediately when new service initialized or any UE being handover to the cell from the neighbor cells. 

Impact to the measurement: large impact: UE would need to neglect the CRS in the DTX subframes in the RRM measurement, or only do the measurement on the SSCH instead of CRS. 
Backward compatibility: This scheme is not backward compatible. It may not be useable if Rel 8/9 are present. It is FFS how to prevent the legacy UEs from camping on the DTX mode cell, some analysis can be found in [10]. If the cell barring mechanism is employed, then the specification needs also indicate the DTX-supported UE how to “cancel” the cell barring during DTX mode.
Summary:  this method allows reducing the transmission time by up to 85% if the sytem has zero downlink load.  However this impacts RAN1/2/4 and the scheme is not backward compatible
3 Energy saving time scale
A good energy saving operation should function not only in the “no load” scenario, but also the more frequent “low load” scenario. Load reduction corresponds to energy saving. Energy saving efficiency will be very limited if only the “no load” scenario is considered, because the no load scenario may only occupy small time slot of one day in real mobile networks.
Figure 2 from [8] shows the average traffic distribution over day for Urban scenario. It can be seen that there are only about 2 hours (4:00~6:00) without any active UE in the cell, and about 7 hours (0:00~7:00) low load period with less than 20% traffic load. Therefore improve the energy efficiency for low load scenario is more important than that for no-load scenario.  In order to support the traffic continuity of a few ACTIVE UEs, flexible changing of transmission resources and the timely acquiring of changes to system information are expected.

Note however that for rural area with much looser subscriber density, or when the traffic appears more bursty for some cells, the no/low-load period would occur more frequently.
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Figure 2 Daily traffic distribution
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Figure 2.1 dynamic traffic variation in seconds
In addition, as shown in Figure 2.1 [11] the load varies dynamically within seconds. Hence radio energy saving techniques should focus on the low load scenario, in addition to the no-load scenario. And the techniques should allow taking advantage short low load intervals. 

4 Estimation of energy saving
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Figure 3 Gain of various energy saving techniques verus load
Assumptions made

1) dividing by 2 the DL BW reduces PA power from 1 to 0.75 and doubles load

2) dividing by 4 the DL BW reduces PA power from 1 to 0.55 and quadrulples load

3) dividing by 2 the number of TX antenna reduces PA (total) power form 1 to 0.5: and doubles load. Can only be used in conjunction with DL BW reduction to keep coverage
4) the overhead of CRS is not taken into account. i.e. it is assumed that as much data can be transmitted in a subframe irrespective of its type (normal, MBSFN, DTX) 
On time 

10/14 symbols in subframe #0

7.5/14 symbols in subframe #5

6/14 symbols in unicast subframe
1.5/14 symbols is MBSFN subframe
For the combined method, select  the combination that is the most efficient among these:

 {MBSFN only, BW reduction + MBSFN, BW reduction+ NTXA reduction+ MBSFN}

NTXA reduction only is not considered

5 Conclusion
This paper discussed various solutions for energy saving. While some techniques are already available with the current specifications, they can be enhanced in terms of efficiency and transparency to the UEs. For instance, on the fly change of number of transmit antenna should be supported, also more than 6 MBSFN subframes per radio frame could be considered, etc.
We propose to work on such techniques to optimize power efficiency in presence of low to medium load in RAN2 during Release 10.
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