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1 Introduction
In RAN2#68bis meeting, the necessity of the DL flow control on Un interface was discussed in [1]~[3]. And some open issues were listed below:

	Open issue: 
Is there a need for flow control for TCP sources?

Open issue: 
Is there a need for flow control for other sources?


In this document we focus on whether or not DL flow control on Un is needed and give some further analyses about the performance enhancement and the complexity introduced by DL flow control mechanism. And our preference is also provided.
2 Discussion
2.1 The necessity of flow control
The aim of flow control is to adjust transmitting data rate of the transmitter according to the processing capability of the receiver. In general relay scenario, UE’s DL data is transmitted through two radio links i.e. Un interface and Uu interface. The quality of each link may vary independently. Hence the mismatching of UE’s DL data rate on the two interfaces is unavoidable. When the bottleneck is Un link, lots of congestion data is buffered by DeNB. However, when the bottleneck is Uu link, RN may buffer larger numbers of data. To avoid buffer overflow and packets dropping at the RN, DL flow control on Un is proposed in [1] and [3].
Based on the scenario assumed above, three granularities of DL flow control on Un are analyzed as below:
Per RN flow control:
If the Uu interface is the bottleneck, flow control based on the whole RN may be used to reduce the Un data rate and avoid buffer overflow at the RN. Fig.1 shows an example of per RN flow control. For this scenario, some consideration is listed as following:
· Most internet applications use TCP which has end-to-end flow control mechanism to adapt the link rates;
· The probability of all Uu congestion concurrence is considered low;
· Per RN flow control is not precise enough. When only part of Uu links occur congestion, reduction the whole RN’s data rate may cause a negative effect on the experience of the user whose Uu link quality is good ;

Conclusion1: Per RN flow control has less necessity.
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Fig 1  An example of per RN flow control
Per UE flow control:
In case that the link quality of one Uu interface degrades suddenly, the transmission is interrupted and the traffic data would be accumulated at the RN. In general, one UE’s accumulated traffic does not result in buffer overflow and data dropping. Per UE flow control, which makes the UE’s congestion data buffering in the DeNB, only has the following merit:

· Avoid wasting the precious Un radio resource on carrying the data which can not reach the UE due to bad Uu link quality：

· When handover or RRC connection re-establishment (due to RLF) occurs as the result of link degradation, some data can be forwarded from the DeNB directly without delivering through Un and forwarding back, and Un resources can be saved accordingly;

· When packets dropping due to QoS, e.g. the expiration of PDCP Discard Timer occurs, the packets can be directly discarded by the DeNB and Un resources can also be saved.
Conclusion2: Per UE flow control has some necessity and can be regarded as an optimization.
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Fig 2  An example of per UE flow control
Per RB flow control:
In legacy network, it is eNB who is responsible for data scheduling and decide the RBs’ priority. However, RN may change the RBs’ priority while per RB flow control is introduced. For example, RN may request DeNB to decrease the data rate of one RB whose priority is set to high by DeNB, meanwhile to increase the data rate of another RB whose priority is set to low in DeNB. To avoid this conflict, it should be evaluated carefully before  per RB flow control is adopt. 

In our understanding, per RN RB flow control can be replaced by per RN flow control. When congestion is detected, RN send congestion indicator to DeNB. Then DeNB decides which RN RB should be controlled. The purpose of per RN RB flow control can be reached in this way. And the legacy principle, with which eNB manages data scheduling and decides the RBs’ priority, is kept.  For the same reason, per UE RB flow control can be replaced by per UE flow control.
Conclusion3: Per RB flow control has less necessity.

Proposal1：It is proposed to agree the conclusions about the necessities of the different flow control mechanisms. 
2.2 The complexity of flow control
According the discussion in section 2.1, per UE flow control provides more benefits than the other two. However, the corresponding complexity should be evaluated in details. A severe difficulty is per UE accurate control by the DeNB, which is not fit for Alt1 and Alt3. Even for Alt2, with the assumption of per UE RB rate control performing in PDCP, a lot of modifications are needed to the current PDCP protocol. Some considerations about the complexity are given below:
· Special mechanism is needed to distinguish each UE’s data in PDCP layer;

· When several UEs’ RBs are multiplexed into one Un RB, there is a unique data queue in the PDCP entity for each UE. And this will bring a huge impact to legacy PDCP entity;
· The FIFO(first-in first-out) rule in legacy PDCP is broken since the transmission of data belonging to congested UE should be postponed;
· There are impacts on the head compression procedure because the continuity of outer IP/TCP header is broken.
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Fig 3 
In addition, per UE flow control would impart on schedule algorithm. The remarkable gain of per UE flow control is saving Un resources in some particular scenarios. Although the accurate evaluation can not be provided, it can be anticipated that the resource saving gain is similarly as low as handover optimization analyzed in [4]. Hence per UE flow control does not deserve to introduce more complexity.
In the architecture whose Un RB mapping is 1-to-1 with UE RB, each PDCP/RLC entity handles one UE’s RB data. Per UE flow control in this architecture may have less complexity correspondingly.
Proposal2：Per UE DL flow control on Un is not fit for the architecture whose RB mapping is N-to-1 based on QoS. Whether or not Per UE DL flow control on Un is introduced in 1-to-1 mapping architecture is FFS. 
3 Conclusion
In this document we investigated DL flow control on Un interface and indicated the following proposals:

Proposal1：It is proposed to agree the conclusions about the necessities of the different flow control mechanisms. 
Conclusion1: Per RN flow control has less necessity.

Conclusion2: Per UE flow control has some necessity and can be regarded as an optimization.

Conclusion3: Per RB flow control has less necessity.

Proposal2：Per UE DL flow control on Un is not fit for the architecture whose RB mapping is N-to-1 based on QoS. Whether or not Per UE DL flow control on Un is introduced in 1-to-1 mapping architecture is FFS. 
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